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Abstract

The mid-rapidity proton and anti-proton yields are presented for the
√
sNN =

200 GeV Au+Au data sets which were taken by the Solenoidal Tracker at RHIC
(STAR) in 2001 run. The results are from transverse momentum range 0.4<pt<1.05
GeV/c and rapidity range |y|< 0.5 by using the energy loss in the Time Projection
Chamber (TPC). The measured transverse momentum distribution becomes more
convex from peripheral to central collisions for both proton and anti-proton imply-
ing the strong collective expansion at the early stage of the collision. The measured
rapidity distributions of both proton and anti-proton are flat within |y|< 0.5 indi-
cating a boost invariant region around mid-rapidity. p̄/p≈0.8 is independent of the
measured rapidity region |y|< 0.5 and decreases slightly from peripheral collision
(≈ 0.85) to central collisions (≈ 0.80). It’s still not net baryon free at RHIC energy.
The slight decrease in the p̄/p ratio reflects the rich collision dynamics at RHIC:
both initial baryon transfer and final stage hadronic rescatterings are important
for the observation.

The kinetic freeze-out conditions are extracted by applying a thermal + radial
flow fit to the proton data and 〈pt〉 are calculated by extrapolating the measured
spectra with the model. The kinetic freeze-out temperature decreases from periph-
eral (≈135 MeV) to most central collision (≈89 MeV). They are all smaller than the
chemical freeze-out temperature (≈ 160±5 MeV) indicating an additional hadronic
rescattering phase after the chemical freeze-out in Au + Au collisions at RHIC. The
transverse flow velocity increases from peripheral to central collision. The central-
ity dependence of 〈pt〉 for different particles (π,K, P ) confirm this conclusion. The
difference between the 〈pt〉 of different particles (π,K, P ) increases as centrality in-
creases, this indicates that the development of collective flow is stronger in central
collisions than in peripheral collisions.

The same results are also calculated by employing a transport model: Rela-
tivistic Quantum Molecular Dynamics (RQMD). The spectra of different particles
(π,K, P ) are not following the so called mt scaling. While the 〈pt〉 of them show
similar trend with the experiment data despite of the underestimation of the abso-
lute value. Furthermore, the underestimation of the absolute value might indicate
early flow development. The earlier freeze-out of multi-strange particles (φ,Ξ,Ω)
is demonstrated with this model from the freeze-out time and radius distribution
of these particles. The measurements of these particles are necessary to confirm
this. By applying thermal model fit to the spectra from this model, the same trend
of kinetic freeze-out condition as in data is observed. The effects of resonance
decay on the thermal fit parameters are also studied by letting the resonance par-
ticles decay with PYTHIA. The effect is small under this model’s framework. After

v



switch off the rescattering in this model, the violation of mt scaling and central-
ity dependence of 〈pt〉 disappear. This indicates the importance of rescattering in
heavy-ion collisions. However, only hadronic interactions are included in RQMD.
Such hadronic interaction does not generate enough collective flow comparing to
data. This demonstrates that partonic collectivity is needed in the heavy ion colli-
sions at RHIC. The realization of the partonic collectivity is important toward the
understanding of the partonic equation of state in high-energy nuclear collisions.

Keywords: Relativistic Heavy Ion Collisions, Quark Gluon Plasma, Collective
Flow, Stopping, Baryon Transfer, Proton and Anti-Proton Yields
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Chapter 1

Introduction

We human beings are always full of curiosity, and this curiosity is driving us
to ask the same question over the history: what are the ultimate building blocks
of matter? Thousands of years ago, people believed that different types of matter
were made of different combinations of 4 things: earth, fire, air, and water. Around
400 B.C., the Greek philosopher Democritus suggested that matter was actually
composed of tiny particles. He called these particles atomos (means indivisible).
This is only a philosophical viewpoint, however. The primal atomic theory gets
developed with strong experimental support until 1803. First the British scien-
tist John Dalton improved upon Democritus’s idea of atomos and developed the
first “atomic” theory. Then, in 1897, J.J. Thomson dramatically changed the mod-
ern view of the atom with his discovery of the electron [1]. So the atom was not
an “indivisible” particle. Subsequently, Ernest Rutherford found the existence of
atomic nucleus [2] from the experiment scattering α-particles off gold foil in 1911.
Atomic nucleus in turn are made of protons and neutrons which are called nu-
cleons. Nucleon and many other latter found particles such as pion, kaon are
called “elementary particle”, but as the number of the so called “elementary par-
ticle” increase, people begun to doubt: is elementary particle really elementary?
Then, in 1964, Gell-Mann and G. Zweig suggest that these particles may be com-
posed of more elementary particles, i.e., quarks [3, 4]. Soon, in 1969, during the
experiment probing the internal structure of nucleons via deep inelastic electron
scattering (DIS) in Stanford Linear Accelerator Center, people got the first evidence
for the existence of quarks [5] (partons in Feynman’s model [6]). We believe that
the fundamental building blocks of matter are quarks and leptons as show in Fig.
1.1(a).

Besides these building blocks of matter, it is nature to ask the question: what
holds them together? This is due to the underlying interactions of the particles.
Practically according the so-called Standard Model, all the matter are built from the
fundamental spin 1

2 particles, or fermions, the interactions between the fermions
are described as exchange of characteristic bosons (particles with integral spin).
All the bosons are listed in Fig. 1.1(b) and table 1.1. The relative magnitudes of
the four types of interaction are shown in the table too. (Please note that gravity is
not included into the Standard Model.)

There are four types of fundamental interactions. Strong interactions are re-
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(a)

(b)

Figure 1.1: The known fundamental building block of matter (left) and the interactions

between them (right), graviton is not shown, figure from http://particleadventure.

org.

Interaction Mediator
Spin

Parity

relative

magnitudes

interaction

range

strong gluon, g 1− 1 ∼10−13 cm

electromagnetic photon, γ 1− 10−2 ∞

weak W±, Z0 1−, 1+ 10−12 ∼10−16 cm

gravity graviton, g 2+ 10−38 ∞

Table 1.1: Summary of interaction mediators.

sponsible for binding the quarks in the nucleons, and the protons and neutrons
within nuclei. The force is mediated by gluon, a massless particle. Electromag-
netic interactions are responsible for virtually all the phenomena in extra-nuclear
physics. Photon is the mediator. Weak interactions appeared in decay process
such as β decay. The mediators for weak interactions are the W ± and Z 0 bosons.
Gravitational interactions act between all particles. Gravity is by far the weakest
of the four interactions, although it is the dominant role of our universe. The me-
diator for gravity is supposed to be a spin 2 boson, the graviton. There are still
no experimental evidences for the existence of graviton. Of the four types of in-
teractions, gravity and electromagnetic are long ranged, the other two are short
ranged.

Just have a glance at the history, who can say that the quarks/leptons are
the most fundamental particles? Maybe they have internal structures too, see,
for example, Ref. [7] amd [8]. Moreover, we still don’t know much detail about
them! This is the reason why we do experiments of relativistic heavy-ion collisions
with high energy accelerators and detectors. In fact, all the high energy collision
experiments can be regarded as the modern versions of Rutherford’s scattering
experiment. Let’s do an analogy with an optical microscope. The resolution of mi-
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croscope is given by ∆rwλ/sinθ, where λ is the wavelength of light beam, θ is the
angular aperture of the light beam used to view the object. The larger the angle of
scatter θ and the smaller the wavelength λ the better the resolution is. For high
energy collisions, we substitute the light beam for high energy particles and em-
ploy the de Broglie relation λ=h/p (p is the momentum and h is Planck’s constant),
the resolution becomes ∆rwh/(p sin θ)wh/q, q is the momentum transferred to the
object scattered by the target. Thus, the bigger q the better resolution is. How-
ever, the analysis of the data from this kind of “microscope” is a very complicated
process! People build detectors to take data from these microscopes, and then use
computers to analyze the data. Figure 1.2 shows a typical event recorded by one
of such kind of detectors.

For an excellent introduction on all the materials presented here, please refer
to http://particleadventure.org/ and also Ref. [9], [10], [11] and [12].

This dissertation starts with a general introduction for the physics of quark-
gluon plasma (chapter 2), followed by a description of the STAR experiment (both
RHIC collider and STAR detector, chapter 3). The analysis software, method and
results are presented in chapter 4. Comparisons of the results to a Monte-Carlo
event generator RQMD are presented in chapter 5. Finally with the discussion
(chapter 6) of the physics results and a summary (chapter 7).

3
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Figure 1.2: Front (top) and side (bottom) view of the first
√
sNN = 200 GeV 197Au +197Au

collision at RHIC from STAR detector. The different colors represent different momenta.

The grey rectangle which can be seen in both views is a schematic representation of the

RICH detector.

4



Chapter 2

Physics of Quark-Gluon Plasma

As discussed in chapter 1, quarks and leptons are by far the most fundamen-
tal building blocks of matter. Leptons have no strong interactions, and they all
have point-like structures under current experimental investigation. Gluon is the
mediator for quark interactions. The main interactions between quarks and glu-
ons are strong interactions. Particles consisting of quarks and gluons are called
‘hadrons’ and they are classified as ‘baryons’ (a baryon is built of three quarks)
and ‘mesons’ (a meson is built of a quark and an anti-quark).

2.1 From Hadronic Matter to Quark-Gluon Plasma

However, we have never seen free quarks. We first know its existence from DIS
experiments. In these experiments, an electron (or a muon) scatters from a single
quark (or anti-quark) inside the proton and transfers a large fraction of its energy
to the quark. The electron exquisitely probes the quark substructure of the proton
with a known spatial resolution. It is found that with high momentum transfer,
the quarks and gluons inside the proton act as almost free particles. However,
they are interacted with each another exceedingly strong in low-energy experi-
ments (where only small momentum transfer), which implies the confinement at
large length scale. Quantum chromodynamics (QCD) is the basic theory of strong
interactions. Confinement at large distance or low-momentum interactions and
asymptotically freedom [13,14,15]1 in short-distance or high-energy interactions
are well described by QCD.

In quark model, quarks are point-like particles and confined in the hadron by
a binding potential V0(r) which increases linearly with the quark separation r,

V0(r) ∼ σr (2.1)

where the string tension σ measures the energy per unit separation dis-
tance. Thus, to isolate a quark, infinite amount of energy are needed.

12004 Nobel Prize in Physics
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2.1. FROM HADRONIC MATTER TO QUARK-GLUON PLASMA

(a) (b)

Figure 2.1: Strongly interacting matter as nuclear matter at density of closely packed

nucleons (a) and as quark matter at much higher density (b), figure from [16].

µ

V(r)

r

hadron

=0

=0µ

Figure 2.2: Colour screening of the

confining potential, colour screen-

ing mass µ is also the inverse of the

screening radius for colour charges.

Figure from [16]

So it’s not possible to split an isolated hadron
into its quark constituents, i.e., the quarks are
confined in the hadrons! Confinement is a long-
range feature. Now let us image what will hap-
pen if we compress the hadron matter toward
higher density, i.e., not trying to break them
apart but push them together. We assume the
nucleon with their intrinsic spatial extension
is both elementary and incompressible, then a
state of close packing will constitute the high-
density limit of matter (Fig. 2.1(a)). Since the
nucleons are built of point-like quarks, they
will start to overlap with higher density, then
each quark will see a considerable number of
other quarks around itself (Fig. 2.1(b)). In
such state, it has no way to identify which
quark belongs to which hadron in the low-
density state. So hadron loses its meaning,
only a medium whose basic constituents are
unbounded quarks. This new matter is called
Quark Gluon plasma (QGP). In fact, let us take
an analogy between QED and QCD. In QED, a so called Debye screening radius
will exist in a high charge density environment which will change the Coulomb
potential between the electric charges, the insulating matter will undergo a phase
transition and become conducting. In QCD, the interaction of quarks is based on
colour charge. Thus colour screening is expected to emerge, so the potential 2.1
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2.2. LATTICE TREATMENT OF QGP

0.0
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(a)
(b)

Figure 2.3: Lattice QCD results, (a) shows the energy density vs the temperature, arrows

indicate the ideal gas value, figure from [20], (b) shows the energy density deviation from

idea gas
(
(ε− 3P )/T 4

)
vs the temperature (T/Tc) at different baryon chemical potential

µB =0, 210, 410, 530 MeV, figure from [21].

becomes

V (r) ' σr

(
1− exp(−µr)

µr

)
(2.2)

where µ is the colour screening mass and also the inverse of the screening radius
for colour charges. See Fig. 2.2. When µ = 0, the potential increase linearly,
as in equation 2.1. When µ 6= 0, the potential tend to saturate as r increasing.
So under colour screening, the interaction between the quarks and gluons will
be short-range. The colour insulator becomes the colour conductor, the hadron
matter becomes the quark-gluon plasma [16].

2.2 Lattice Treatment of QGP

QCD is a non-Abelian gauge field theory which describes the strong interac-
tions of colored quarks and gluons. The Lagrangian of QCD is

LQCD = −1
4
F a

µνF
µν
a −

∑
f

ψ
f
a(iγµ∂µ +mf − gγµAµ)αβψf

β (2.3)

with
F a

µν = (∂µA
a
ν − ∂νA

a
µ − gfa

bcA
b
µA

c
ν) (2.4)

Here Aa
µ denotes the gluon field of colour a (a = 1, 2, ..., 8) and ψf

a the quark field
of colour α (α= 1, 2, 3) and flavour f ; the input (‘bare’) quark masses are given by
mf . g is a free parameter to be determined from experiment. αs = g2/4π is the
coupling constant. While αs is related to the scale of the momentum transfer [17].
When distance scale of the interaction is small, αs is small. This is the case of
‘asymptotic freedom’. In such case, a perturbative treatment is a good description
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2.3. RELATIVISTIC HEAVY ION COLLISIONS

Figure 2.4: Evolution of the universe after the big bang. As you can see by the purple

arrow on right plot, RHIC will recreate (on a small scale) the temperatures that existed at

the dawn of the universe, this corresponding to the region before 10−5 seconds on left plot.

Figures from http://particleadventure.org and http://www.bnl.gov/RHIC.

of the process. However, when the distance scale is large, a perturbative treatment
based on an expansion in powers of the coupling constant is no longer applicable.
The constituent quarks are subject to be confined and a nonperturbative treatment
is needed. A phenomenological model, bag model [19], is such kind of treatment.
Lattice gauge theory is another nonperturbative treatment of QCD formulated on
a discrete lattice of space-time coordinates from the first principle.

Lattice QCD calculations based on 2 (and 3) light quark flavors and (2+1) (2
light and 1 heavier quark) quark flavors predict a cross over from hadron to QGP
take place at a temperature Tc around 150∼ 170 MeV [20]. Fig. 2.3(a) shows the
energy density, ε scaled by T 4, vs. temperature, T scaled by Tc, for 2, 3 and 2+1
flavors. At high temperature, it is expected that ε/T 4 will asymptotically approach
the idea gas limit (Stefan-Boltzmann limit) which is roughly proportional to the
number of particle degrees of freedom. We can see a sharp transition of energy
density around Tc from the plot. However, lattice results clearly deviate from the
idea gas limit until 3Tc, Fig. 2.3(b) shows the deviations for different baryon chemi-
cal potential. This indicates strong interactions among the partons even above the
cross over temperature Tc.

2.3 Relativistic Heavy Ion Collisions

QCD predicts a new state of matter QGP at extreme temperature and/or den-
sity. QGP is expected to exist in early universe, in neutron stars and high energy
heavy ion collisions.

According to the Big-Bang theory of cosmology, our universe was born dur-
ing the big-bang from a hot and dense fire ball about 15 billion years ago. The
universe has been cooling and expanding since then. A phase transition from the
QGP phase to hadron phase happened about 10−5 seconds after the big-bang. See
Fig. 2.4. The neutron stars have high baryon density, a cold QGP is expected to

8
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2.3. RELATIVISTIC HEAVY ION COLLISIONS

Figure 2.5: Illustration of the phase transition from hadronic matter to QGP. The red,

green and blue circles are quarks, connected by black lines representing gluons. At the

beginning, trios of quarks and gluons are packaged in protons and neutrons, which are

held together in the nucleus of an atom. As the pressure and temperature rise, new

particles called pions (made of a quark and an anti-quark, shown in pastels) arise. Finally,

the conditions are just right for the phase transition to happen, and quark-gluon plasma

is produced. The quarks, gluons and anti-quarks are liberated from their usual bonds,

and bond with one another freely. Figure from http://www.bnl.gov/rhic.

exist there. However, they happened either in the past time or too far to reach. In
laboratory, as illustrated in Fig. 2.5, by colliding two high energy heavy ion beam
with each other, a large volumes of matter with high temperature and/or high en-
ergy density would be created. QGP might be created in such environments. This
is why we’re doing experiments beginning at Bevalac of Berkeley2 and continuing
at CERN3 SPS4, BNL5 AGS6, BNL RHIC7 and the future CERN LHC8. This is the
only way to search and confirm the existence of QGP in a laboratory. Also, ‘con-
firming its existence would have a major impact on fundamental questions common
to nuclear physics, particle physics, astrophysics, and cosmology’ [9].

Fig. 2.6 shows the phase diagram of strong interact matter. From this figure,
we can see where normal nuclear matter sit and where the phase transition curve
lie on. The area RHIC can detect is similar to the environment in the early universe.
Neutron stars lie on the area with high baryon potential and low temperature.

2http://www.lbl.gov
3http://www.cern.ch
4http://greybook.cern.ch/programmes/SPS.html
5http://www.bnl.gov/
6http://www.bnl.gov/bnlweb/facilities/AGS.asp
7http://www.bnl.gov/RHIC/
8http://lhc.web.cern.ch/

9

http://www.bnl.gov/rhic
http://www.lbl.gov
http://www.cern.ch
http://greybook.cern.ch/programmes/SPS.html
http://www.bnl.gov/
http://www.bnl.gov/bnlweb/facilities/AGS.asp
http://www.bnl.gov/RHIC/
http://lhc.web.cern.ch/


2.3. RELATIVISTIC HEAVY ION COLLISIONS

Figure 2.6: Sketch of the QCD phase dia-

gram, temperature T vs. baryonic chemical

potential µB, figure from [22].

2.3.1 The Space-Time evolution of Heavy Ion Collisions

Because of Lorentz contraction, the normal nuclei will look like a thin dis-
cus. In a low energy nucleus-nucleus collision, the two nuclei will remain intact
and simply ‘bounce off’ each other. With increasing energy, they will penetrate
each other more and more, leading to highly excited nuclear matter, which rapidly
breaks up into nuclear fragments with the production of many mesons concentrat-
ing mostly at mid-rapidity. If the collision energy is increased still further, nuclear
transparency begins to set in: the two colliding nuclei pass through each other,
leaving behind them a ‘vapour trail’ of deposited energy, which eventually decays
into hadrons [16,26,27,28].

The dynamics of the collision can be illustrated in the space-time diagram with
the longitudinal coordinate z and the time coordinate t, as shown in Fig. 2.7. The
trajectories of the projectile nucleus and target nucleus are shown as thick lines.

The evolution of this picture is as following:

• The two lorentz-contracted nucleus interpenetrate each other. The energy
density and the temperature of the system are expected to be maximum. The
creation of a state of deconfined hadrons, i.e., QGP, is possible in this stage.
Also, hard processes with large momentum transfer occur, which will produce
hadrons with high momentum.

• The interaction of the particles drives the system towards chemical and ther-
mal equilibrium. If QGP forms, the individual parton-parton scattering is
expected to play an important role in thermalizing the system during this
stage. The development of collective flow is also originated. Rapid expansion
(both longitudinal and transverse direction, mainly former) lowers the tem-
perature of the system and eventually approaches the cross over temperature
Tc.

• As the temperature smaller than Tc, hadronization takes place, system (chem-
ical freeze-out, T ∼ 160− 170 MeV) freeze-out, i.e., inelastic collisions have

10



2.4. SIGNATURES OF QGP AND SELECTED RESULTS AT RHIC

ceased, no more new particles will be produced and the particle ratio is fixed
at this point. As the system continues to cool down, elastic interactions cease
finally, the momentum spectra of the particles do not change further (kinetic
or thermal freeze-out, the hadrons can propagate freely.).

t

Freeze out of hadrons

Hadronization

Initial stage

Chemical equilibrium

τ ∼ 1 fm

z
a) Before the collision

b) Initial stage

c) Chemical equilibrium

d) Hadronization

e) Freeze out of Hadrons

Ttf

Tch

Tinit

s

u
d

p

π

Λ

Figure 2.7: Space-time evolution of the high-

energy nuclear collisions. Beams are in the z-

direction and time is in the t-direction. Light-

cone are indicated by the 45-degree-arrows.

Different stages of the high-energy nuclear

collisions, namely the initial stage, chemical

freeze-out, and thermal freeze-out, are indi-

cated by Tint, Tch, and Ttf , respectively. Fig-

ure from [25].

We can only measure the final state particles in experiment. These particles
provide the very useful information to determine the initial conditions such as
centrality, initial spatial volume and possible energy density. Some hardronic ob-
servables are thought to be sensitive to the early stage too, such as the azimuthal
anisotropy flow, v2. Signals such as direct photons and dilepton pairs can also pro-
vide information for the early stages because of their much smaller cross section
in interactions with other hadrons.

2.4 Signatures of QGP and Selected Results at RHIC

Before further discussion, it’s important to give a definition of QGP. “We take
the QGP to be a (locally) thermally equilibrated state of matter in which quarks
and gluons are deconfined from hadrons, so that color degrees of freedom be-
come manifest over nuclear, rather than merely nucleonic, volumes” [34].
What we see from the relativistic heavy ion collisions are just the final state par-
ticles. If QGP does exist, these final particles will provide valuable information
concerning the state of the plasma despite of the possible modification by the
final-state interactions in the hadronic level. However, it is generally recognized
that there is no single unique signal which allows an unequivocal identification of
the quark-gluon phase. Simultaneous observations of multiple hadronic observ-
ables in the final state serve as strong evidence of QGP formation [27]. In this
section, we’ll briefly describe some of experimental signals that have been pro-
posed, and selected results at RHIC will also be presented. For a review on the
signatures of QGP, see [29,30]. The new experimental results and theory progress
can be found at [31,32,33,34,35,36,37].
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2.4. SIGNATURES OF QGP AND SELECTED RESULTS AT RHIC

2.4.1 Collective Flow

Two heavy nuclei with head-on collisions with each other will produce lots
of particles which will then expand and freeze-out subsequently. The underly-
ing properties of such kind of large system will be reflected on the macroscopic
quantities of the final system such as flow. Here, flow means the collectivity, i.e.,
a common feature such as the velocity or direction observed for many particles.
Historically, it’s first suggested by Landau [38] to use the fluid dynamical models
to describe the collisions of the nucleons and nuclei, shock waves were predicted
later based on hydrodynamical calculations, and then it is argued that the par-
ticles are pushed in the transverse direction. For a review of the collective flow
in heavy-ion collisions, see [39, 40] and references therein. A detail review of the
hydrodynamical calculations at RHIC energy is presented in [41,42].

The most studied flow are defined as follows: “longitudinal flow” describes the
collective phenomena in the direction defined by the beam; “radial flow” means the
particle emission are spherical symmetry, i.e., independent of the direction; “trans-
verse flow” denotes the azimuthal angle independence and “elliptic flow” describes
the azimuthal distribution of the particles. Different flow reflects the different part
of the global picture of the collisions. By assuming the system reaches thermaliza-
tion, hydrodynamical model can be employed to describe the evolution of system.
By using different equations of state and initial condition [43], one can predict
what will happen at RHIC and then do a comparison with the experiment.
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Figure 2.8: Left: v2(pt) for K0
S, Λ + Λ̄, p, p̄, and π± at RHIC (

√
sNN = 200 GeV). Hydrody-

namical calculations of v2 for pions, kaons, protons, and lambdas are also plotted. Right:

Transverse momentum from central Au + Au collisions at RHIC (
√
sNN =130 GeV). At pt ∼ 2

GeV/c heavier particle yields are approaching the lighter ones which indicating a strong

collective expansion. Figure from [53].

Elliptic flow (or v2) describes the azimuthal distribution of the final particles in
momentum space. For non-central collision, the initial overlap region in coordi-
nate space is an almond like shape, and large anisotropy in momentum space can
be observed only with large rescattering in the early stage of the collisions [45].
While, elliptic flow is also self-quenching [47] as the system continues to expand.
Thus elliptic flow reflects the early stage information of the system. In RHIC, v2 of
different identified particles have been measured. Fig. 2.8 left shows the results.
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2.4. SIGNATURES OF QGP AND SELECTED RESULTS AT RHIC

We can see that the v2 of the identified particles are consistent with the hydro-
dynamical calculations and have mass dependence in low pt region, this might
suggest the system reaches thermalization very fast which means strong interac-
tion and so very short mean free path at the early stage. While at intermediate
pt (not shown in the figure), hydrodynamics no longer works and v2 saturates.
Baryon saturates later and has larger value than meson. If we scale the pt and v2
by the number of constituent quarks (n), v2/n vs pt/n is the same for both baryon
and meson above pt/n ∼ 0.7 GeV/c [55]. This is consistent with the prediction of
coalescence or recombination models [48,49,50,51]. More statistics are required
to support this. Fig. 2.8 right shows the transverse momentum distribution from√
sNN = 130 GeV Au + Au collisions. We can see that the yields of the heavier

particles are approaching to that of the lighter ones while has nothing to do with
the number of constituent quarks. The mass dependence here clearly indicates a
strong transverse collective expansion (transverse flow) at RHIC energy [53]. Hy-
drodynamical inspired blast wave + transverse radial flow model [56] was employed
to fit the spectra to extract the kinetic parameter of the system such as the 〈pt〉,
flow velocity, etc. This will be discussed in chapter 6. Unlike elliptic flow which
is sensitive to the early stage information, transverse flow is the integral over the
whole period of evolution.

2.4.2 Hard Probes: Jet Quenching
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Figure 2.9: Left: RAB for central Au + Au collisions, minimum bias and central d + Au

collisions at
√
sNN = 200 GeV. The minimum bias d + Au data are displaced 100 MeV/c to

the right for clarity. The bands show the normalization uncertainties, which are highly

correlated point-to-point and between the two d + Au distribution; right: Comparison

of two-particle azimuthal distributions for central d + Au collisions and central Au + Au

collisions to those seen in p + p collisions. The respective pedestals have been subtracted.

Figures from [60].

It is well known that a fast charge particle will lose energy because of medium
effect or radiation when traverse matter. Applying this to the QCD matter, a fast
parton will suffer similar effect which is called jet quenching [57,58]. Reflected on
the final particle distribution, the transverse momentum spectrum of the particles
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2.4. SIGNATURES OF QGP AND SELECTED RESULTS AT RHIC

compared to the appropriately scaled distributions from pp collisions will show a
suppression at moderate pt region. In experiment, this is shown by using the ratio

RAB(pt) =
d2N/dpt dη

TABd2σpp/dpt dη
(2.5)

where d2N/dpt dη is the differential yield per event in the nuclear collision A + B,
TAB = 〈Nbin〉/σpp

inel describes the nuclear geometry, 〈Nbin〉 is the mean number of
binary nucleon-nucleon collisions, and d2σpp/dpt dη for p + p inelastic collisions is
determined from the measured p + p differential cross section. In addition, a quark
or gluon jet propagating through a dense medium will not only lose energy, it will
also be deflected. This will lead to an asymmetry of the high pt particle azimuthal
distribution in contrast to pp collisions. All these effects have been observed at
RHIC [59, 60, 61, 62, 63]. Fig. 2.9 shows the RAB and the two particle azimuthal
distribution at

√
sNN = 200 GeV. We can see both the high pt suppression and the

disappearance of away-side two-hadron correlation in central Au + Au collisions.
While the d + Au results prove that the observed high-pt suppression in Au + Au
collisions are not initial effects such as the saturation of gluon densities in the
incoming nuclei [64].

2.4.3 Direct Photons and Thermal Dileptons

From the cosmic microwave background radiation [66], we can get some es-
sential information such as the temperature and evolution of the universe. The
photon (both real and virtual) emission from the QGP (direct photon) is proposed
as a promising signal. Because they participate in only electro-magnetic interac-
tion, so their mean free path is large compared to the fireball. Thus they are not
likely to interact with other particles and leave the reaction zone undisturbed. The
dominated process of direct photon production is the compton processes (qg→qγ)
and quark-antiquark annihilation process (qq̄→qγ). Unfortunately, there are quite
large background photon emission, such as the thermal photons from the hadron
gas by hadron decay (mainly π0 and η) and prompt photons [67] from initial hard
collisions which make the measurements of direct photon rather difficult. How-
ever, the ratio of signal over background is predicted to be visible at a window near
or above pt = 2 GeV/c region. For a excellent review, see [68]. Similar properties
(participate only electro-magnetic interaction and large mean-free-path) of direct
photon can be applied to dileptons (crated by qq̄ annihilation) too. They carry sim-
ilar information as direct photon. Same difficulty of direct photon also applied
to dilepton: the large background! Recently, PHENIX presented their preliminary
results [69] which show the evidence of direct photon. STAR has published the
photon spectra by reconstructed of (γ → e+e−) and π0 spectra via π0 → γγ [70].
The results are helpful to understand the background better and to improve the
measurements of the direct photons!
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Chapter 3

STAR Experiment

The Solenoidal Tracker at RHIC (STAR)1 [73] is one of the four experiments
currently set up at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven Na-
tional Laboratory (BNL), USA. The other three are BRAHMS2 [78], PHOBOS3 [79]
and PHENIX4 [80]. STAR is one of the two large detector systems. STAR was
constructed to search for signatures of quark-gluon plasma (QGP) formation and
to investigate the behavior of strongly interacting matter at high energy density.
The key features of the nuclear environment at RHIC are a large number of pro-
duced particles (up to approximately one thousand per unit pseudorapidity) and
high momentum particles from hard parton-parton scattering. STAR will measure
many observables simultaneously to study signatures of a possible QGP phase
transition and to understand the space-time evolution of the collision process in
ultra-relativistic heavy ion collisions. The goal is to obtain a fundamental under-
standing of the microscopic structure of these hadronic interactions at high energy
densities.

More details about the RHIC collider, all the experiments as well as the (sub-
)detectors and the computing facility can be found in a special volume of Nucl.
Instrum. and Methods in Phys. Res., Sect. A [72].

3.1 The Relativistic Heavy Ion Collider

The Relativistic Heavy Ion Collider (RHIC) is located at Brookhaven National
Laboratory in Long Island, New York. The basic design parameters of the col-
lider are given in Table 3.1. The top energy for heavy ion beams (e.g., for gold
ions) is 100 GeV/u and that for protons is 250 GeV. Counter-rotating beams col-
lide head-on at six interaction points. The collider consists of two quasi-circular
concentric accelerator/strorage rings on a common horizontal plane, one (“Blue
ring”) for clockwise beams and the other (“Yellow Ring”) for counter-clockwise
beams. Each ring possess a total number of 870 superconducting magnets and

1http://www.star.bnl.gov
2http://www.rhic.bnl.gov/brahms/
3http://www.phobos.bnl.gov
4http://www.phenix.bnl.gov
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3.1. THE RELATIVISTIC HEAVY ION COLLIDER

Figure 3.1: RHIC acceleration scenario for Au beams. The Tandem Van de Graaff acceler-

ator serves for the initial ion acceleration. The ions (with kinetic energy of ∼1 MeV/u) will

then traverse an∼ 850 m long heavy ion transfer line to the Booster synchrotron and exit

the Booster with kinetic energy of ∼95 MeV/u. They will be further accelerated in the AGS.

At the exit of the AGS they are full stripped and transported in the AGS to RHIC beam

line to RHIC storage rings where they will be accelerated to the energy required. Figure

from [75].

Parameter For Au-Au For p-p

Beam energy 100→30 GeV/u 250→30 GeV

Luminosity 2×1026 cm−2s−1 1.4×1031 cm−2s−1

Number of bunches/ring 60 60

Luminosity lifetime ∼10 h >10 h

β∗ at collision points 10 m 10 m

Table 3.1: Physical parameters and performance specifications for RHIC, data from [74,

75].

are installed in a tunnel of 3.8 km circumference. Having these two rings com-
pletely independent, collisions of unequal ion species can also be studied at RHIC.
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3.2. THE ZERO DEGREE CALORIMETERS

Figure 3.2: Location of the four detectors at

RHIC. Figure from http://www.bnl.gov/

RHIC

Three accelerators in the injector chain
will successively boost the energy of
ions and strip electrons from the
atoms. The schematic overview of RHIC
complex with the acceleration scenario
for Au ion beams is shown in Fig. 3.1.
More details can be found at [74,75].

The location of the 4 currently
operating detectors are arranged as
shown in Fig. 3.2. Two of the six in-
teraction regions are not currently in
use. If RHIC’s ring is thought of as
a clock face, the four current experi-
ments are at 6 o’clock (STAR), 8 o’clock
(PHENIX), 10 o’clock (PHOBOS) and 2
o’clock (BRAHMS). There are two addi-
tional intersection points at 12 and 4
o’clock where future experiments may
be placed. The data presented in this
thesis was taken by STAR detector. More detail about the STAR detector will be
described in the following sections.

3.2 The Zero Degree Calorimeters

(B)

(A)

Figure 3.3: Plan view of the collision region and (section A-A) “beam’s eye” view of the ZDC

location indicating deflection of protons and charged fragments with Z = A∼1 downstream

of the “DX” Dipole magnet, figures from [77].

In order to provide universal characterization of heavy ion collisions for all
the RHIC experiments, all the four detectors have one common detector subsys-
tem, namely a pair of ZDCs [76, 77] that are located behind the beam splitting
point outside the DX magnets( ∼18 m away from the interaction point, θ<2 mrad,
so comes the name Zero Degree, see Fig. 3.3). Each ZDC module is a hadron
calorimeter consisting of tungsten plates alternating with layers of undoped opti-
cal fibers, sampling the energy of spectator neutrons deposit through Cherenkov
light produced by shower electrons in the fibers. The energy is known to be well
correlated with the event geometry (impact parameter) of the collision. The ZDC
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3.3. THE STAR DETECTOR

pair at each crossing point is also used as a luminosity monitor in steering the
beams to collide. Thus, having identical sets of these detectors for all the RHIC
experiments has proved to be invaluable both for machine operation, providing a
ready means of monitoring and tuning the collision rate at each experimental area,
and for physics analysis, providing a comparable measure of the impact parameter
among the experiments for heavy-ion collisions.

3.3 The STAR Detector

Figure 3.4: Perspective view of the STAR detector, with a cutaway for viewing inner detector

systems.

STAR is located at 6 o’clock direction at the RHIC ring. To ac-
complish the physics goals, STAR was designed for measurements
of hadron production over a large solid angle, featuring detector
systems for high precision tracking, momentum analysis and par-
ticle identification at the middle rapidity.

The perspective view of the detector is shown in Fig. 3.4.
The STAR detector consists of several sub systems. A room temperature

solenoidal magnet [81] with a uniform magnetic field of maximum value 0.5 T
provides for charge particle momentum analysis. A Time Projection Chamber
(TPC) [82] is the main tracking device. A Silicon Vertex Tracker(SVT) [83] and a
Silicon Strip Detectors (SSD) [84] makes the charged particle tracking close to the
interaction region possible. A radial-drift TPC (FTPC) [86] is available to extend the
tracking to the forward region. To extend the particle identification capabilities to
high transverse momenta, a full time-of-flight (TOF) detector will cover the outer
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3.4. THE TIME PROJECTION CHAMBER

surface of TPC. A electromagnetic calorimeter (EMC) [87, 88] is used to measure
and trigger on the total (Et) and local (d2Et/dηdφ) transverse energy deposition.
In year 2001 running period, the TPC, the FTPCs, the SVT and part of the EMC
was available. A small TOF patch (TOFp) [95] was installed for test of the detector
system too. The schematic side view of the detector configured for year 2001 is
shown in Fig. 3.5.

Figure 3.5: Cutaway side view of the STAR detector as configured in 2001.

The results shown in this dissertation are obtained by using STAR TPC. Also,
the author has done some work for the TOFp Data Acquisition (DAQ) system [98].
So, in the following sections, I’ll focus on the TPC detector, the trigger and DAQ
system, the TOFp detector and the TOFp local DAQ system.

3.4 The Time Projection Chamber

TPC is the main tracking detector of STAR. It measures tracks and momenta
of charged particles and provides particle identification by detecting the ioniza-
tion energy loss dE/dx along the particle trajectory. The acceptance covers ±1.8
units of pseudo-rapidity through the full azimuthal angle and over the full range
of multiplicities. Particles are identified over a momentum range from 100 MeV/c
to greater than 1 GeV/c, and momenta are measured over a range of from 100
MeV/c to 30 GeV/c. One can consider the TPC as a large 3D digital camera with a
corresponding number of 70 million pixels which records the very detailed picture
of the heavy-ion collisions.

The TPC is shown schematically in Fig. 3.6. It sits in a large solenoidal magnet
that operates at 0.5 T axial magnetic field. The TPC is 4.2 m long and 4 m (1 m)
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3.4. THE TIME PROJECTION CHAMBER

Figure 3.6: The Time Projection Chamber of the STAR Detector.

in outer (inner) diameter. The central membrane separates the detector into two
parts. Each half is then divided into 12 sectors.

The TPC is an empty cylindric shaper filled with P10 gas (10% methane, 90%
argon) [94] regulated at 2mbar above atmospheric pressure in a well-defined, uni-
form, electric field of ≈ 135 V/cm. Charged particles passing through here will
ionize the gas molecules. The secondary electrons drift in the electrical field to the
readout end caps at the ends of the chamber. The drift paths are up to 2.1 m. So
the electric field uniformity is critical. The electric field is generated by the central
membrane which is operated at -28 kV. The two end caps are grounded. The field
cage cylinders provide a series of equi-potential rings that divide the space between
the central membrane and the anode planes into 182 equally spaced segments.
The rings are biased by resistor chains of 193 precision 2 MΩ resistors which
provide a uniform gradient between the central membrane and the grounded end
caps. The laser system [85] is used to measure the drift velocity with ∼ 0.02%
accuracy. The velocity was measured as 5.45 cm/µs.

The readout is based on a Multi Wire Proportional Chamber (MWPC) with read-
out pads. Fig. 3.7 is the schematic view of the readout system. There are three
wire planes. The first plane is the so-called “Gating Grid” which can control the
electron in or not. Set all the wires to the same potential (typically 110 V), the
drifting electron is able to enter the read-out system. Setting the wires to alternat-
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         Pad
Inner Subsector

           Pad
Outer Subsector

0.6 cm

0.2 cm

0.2 cm

0.4 cm

Gating Grid (75 um diameter)

Ground Plane (75 um diameter)

Anode Wires (20 um diameter)
innerouter

Figure 3.7: Schematic cross-section view of the TPC read-out plane.

ing ±75 V of the nominal value will disable the electron in and clean the read-out
plane for the next event. The next two wire planes and the pad plane construct
the MWPC. The electric signal is amplified by the anode wire and a temporary
image charge is induced on the pads. This image charge is then measured by a
pre-amplifier/shaper/waveform digitizer system with a sampling rate of 100 MHz,
binned into 512 time buckets. The signal location in the pad plane gives the posi-
tion in x,y plane. The z position can be located with the drift time of the signal and
the known drift velocity. Thus the 3D picture of a particle track is reconstructed.
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Figure 3.8: The anode pad plane with one full sector of STAR TPC.

The pad plane layout for one sector is show in Fig. 3.8. This layout is sepa-
rated into an outer part with full pad coverage, optimized for the dE/dx resolution,
and an inner part with smaller pad size to improve two-track and momentum reso-
lution for low momentum tracks. There are 13 padrows in the inner subsector and
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3.5. THE TRIGGER AND DAQ

32 in the outer subsector. A particle track can be sampled with up to 45 points.
There are total 5692 pads in the 24 sectors.

3.5 The Trigger and DAQ

3.5.1 The Trigger

The STAR trigger system [90] is a pipelined system in which digitized signals
from the fast trigger detectors are examined at the RHIC crossing rate5. Data flow
through the system is shown in Fig. 3.9.

FAST

DETECTORS

CTB

ZDC

EMC

MWC

BBC

FPD

DIGITIZERS

DSM

TREE TCU

TCD TO SLOW DETECTORS

L1

FARM
L2

FARM
DAQ

raw trigger data

coarse pixel array

Figure 3.9: DAQ Flow through the trigger.

The system is divided into 4 layers. Level 0 is the fastest level and is used to
trigger on the collision geometry and interaction vertex. The next level (Level 1 and
Level 2) will apply more sophisticated constraints on the event selection. STAR has
a Level 3 trigger system [91] which issues a trigger decision upon a complete online
reconstruction of the collisions on a dedicated farm. An online display is included
in the level 3 trigger system. Individual events can be visually inspected in real
time. Fig. 1.2 shows two such plots of the first Au+Au collisions at

√
sNN = 200

GeV.
The fast detectors that provide input to the trigger system are the Central

Trigger Barrel (CTB) which covers the outer shell of the TPC and two Zero Degree
Calorimeters (ZDCs). The CTB is a scintillator array with 240 scintillator arrays
and measures the charged particle multiplicity with pseudorapidity |η| < 1 and
azimuth in 2π. In run 2001, one of the CTB trays was removed and replaced with
a TOFp tray. The ZDCs measure the neutron multiplicity in a small solid angle
near zero degree with respect to the RHIC beam axis. The correlation between

5Typically 9.37 MHz
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3.5. THE TRIGGER AND DAQ

the sum of the ZDC pulse heights and that of the CTB is shows in Fig. 3.10 for
AuAu events with successfully reconstructed primary TPC tracks. A minimum
bias trigger requires the pulse height is larger than that of one neutron in each of
the ZDCs. The central trigger is implemented by selecting events with less energy
in the forward ZDCs but with sufficient CTB sum signal.

Figure 3.10: STAR trigger scheme for central (left) and minimum-bias (right) triggers. Fig-

ures from http://www.star.bnl.gov/STAR/html/all_l/trigger2001/index.html.

Besides CTB(which will be completely replaced by TOF) and ZDC, there are
many other detectors can be used in trigger system to select particular physics
events. Such as EMC, TOF, etc. Indeed, during year 2002, the TOFr (one TOF tray
based on multiple resistive plate chambers technology) [96,97] is added to trigger
system to select events with enough hits on the tof detector system, and many
important physics results have been obtained.

3.5.2 The DAQ

The STAR DAQ system [89] is driven by the characteristics of STAR’s main de-
tectors, TPC, and to a lesser degree two smaller FTPCs and a SVT. These detectors
produce 80 MB of data per event and are able to read out events at 100 Hz. The
storage of raw data is managed by RCF (RHIC Computing Facility)6 using HPSS7,
the limit for STAR is 30MB/s. So the task of DAQ is then to read data from the
detectors at rates up to 8,000 MB/s to reduce the data rate to 30MB/s, and to
store the data in the HPSS facility. There are many other detectors that need to
be read out too, but all with smaller data volumes. Thus, STAR DAQ system is a
modular design.

The large input data is processed parallel at the DAQ front end. Multiple
receiver boards (RBs) receive data in parallel on separate optical fibers from the
detectors. The RBs are grouped together in VME crates. Each crate is controlled
by a Detector Broker CPU (DET). Two strategies (zero-suppress and l3 for physical
filter) are used to reduce the data volume. Events from small detectors are read
into MVME processors over private, point-to-point 100MB/s ethernet. The internal
implementation of the detector broker is different for each detector. The detector

6http://www.rhic.bnl.gov/RCF
7http://www4.clearlake.ibm.com/hpss/index.jsp
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3.6. THE TIME OF FLIGHT PATCH

brokers present a detector-independent interface to the DAQ network. After all
the events are read into the DETs, the Global Broker (GB) assigns these events to
L3 and wait for an event decision. If the event is rejected, GB instructs the DETs
to release the buffers associated with this event. If the event is accepted by L3,
the event is transferred to the Event Builder (EVB). The EVB collects and formats
all of the data, then instructs the DETs to release the buffers associated with the
event and passes the event to a Spooler which handles the writing of the event to
RCF. The spooler will transfer the data to RCF. A fraction of the data is written to
a event pool for online monitoring too.

3.6 The Time of Flight patch

Charged particle identification (PID) of the TPC only covers a small range of
particle momenta. The range for kaons (protons) is 0.1 . p . 0.7 GeV/c (0.1 .
p . 1.0 GeV/c). Thus, a time-of-flight patch is proposed to extend the STAR PID
capabilities to higher momentum range, a small acceptance Time-Of-Flight(TOF)
system is added to the STAR detector.

A TOF system in STAR at the cylindrical radius of the TPC with a total time
interval resolution of 100 ps has the PID capabilities as indicated in Fig. 3.11.
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Figure 3.11: The momentum depen-

dence of the particle identification

capabilities of a TOF system with a

timing resolution of 100 ps in the

STAR geometry and with the STAR

TPC’s resolution on the track mo-

mentum and path length.

The detectors consist of two separate STAR subsystems. The electronic signals
from these detectors define the time intervals of interest for particle Time of Flight
measurements - the Pseudo Vertex Position Detector (pVPD) is the start detector
and the Time-Of-Flight Patch (TOFp) is the stop detector. The arrangement of these
systems with respect to the STAR TPC and the RHIC beam pipe is shown in Figure
3.12. The pVPD consists of two identical detector assemblies that are positioned
very close to the beam pipe and outside the STAR magnet. The TOFp sits inside
the STAR magnet immediately outside the TPC. The signals from these detectors
are carried to electronics racks on the so-called South Platform next to STAR for
digitization and interfacing with the STAR data stream.

In RHIC full-energy Au+Au collisions, large numbers of very forward, very high
energy, photons are produced which travel away from the collision vertex effec-
tively as a prompt pulse. Measuring the times when these very forward particle
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3.6. THE TIME OF FLIGHT PATCH

STAR TPC

TOFp tray

pVPD West

pVPD East

RHIC beam pipe

Figure 3.12: A scale drawing of the locations of pVPD and TOFp detectors in relation to

the STAR TPC and the RHIC beam pipe. For clarity, the TPC is cut away, while the STAR

magnet and other subsystems are not drawn.

pulses arrive at equally spaced detectors on each side of STAR provides the loca-
tion of the collision vertex along the beam pipe. The average of these two arrival
times is the event start time, which with the TOFp stop times provides the time
interval measurements of interest. To perform this function we implemented an-
other new detector for STAR called the Pseudo Vertex Position Detector (pVPD). The
design of this detector is based on the conventional technology of plastic scintilla-
tor read-out by photomultiplier tubes. There are three pVPD detector elements on
each side of STAR at a distance of approximately 5 m from the intersection region.

The detector measuring the particles of interest - the stop detector - is the
Time of Flight Patch (TOFp). The goal of the system is to provide direct particle
identification for the formation of the rates and spectra of charged hadrons pro-
duced in RHIC in a small acceptance but over many events. The detector design is
also based on the conventional technology. A total of forty-one detector assemblies
are arranged as one row of five slats and nine rows of four slats inside the TOFp
tray, which in total cover approximately one unit of pseudorapidity and ∼1/60 of
the full azimuth of the STAR TPC.

The signal processing of the system is following: starting from the outputs of
the PMT bases on the detectors, the signal will pass the Front-End Electronics
(FEE), the platform discriminators, and the signal cabling, finally to the inputs of
the digitizers which are the ADCs and TDCs on the platform.

The STAR trigger system will issue a Level-0 trigger which is issued no later
than 1.5 µs after the collision. However, the signals from the TOFp and pVPD
detectors are available on the platform ∼240ns after the collision, and it is not
practical to delay the digitization of these signals for the additional ∼1.3µs needed
to check if this event is later accepted by the STAR Level-0 trigger. Thus, the
digitization of the TOFp and pVPD data is begun earlier, after a local decision based
on the information from the pVPD itself. As the pVPD, CTB, and ZDC detectors
cover different non-overlapping pseudorapidity regions, and as there may be gates
placed on the CTB and ZDC information for Level-0 decisions by the trigger system,
it is possible that collision events that fire the pVPD may not be later accepted by
the Level-0 trigger, and vice versa. In order to properly interface with the STAR
trigger and DAQ systems, despite these possibilities, a “Local Trigger” system for

25



3.6. THE TIME OF FLIGHT PATCH

the TOFp and pVPD digitization was implemented in NIM logic. The schematic of
the TOFp/pVPD Local Trigger system is shown in Fig. 3.14 on Page 28. The DAQ
software used to locally read out the resulting TOFp and pVPD data and properly
transmit it to the STAR DAQ system is described in next section.

3.6.1 TOFp DAQ
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Figure 3.13: The schematic of the hardware

components of the TOFp DAQ system. The

arrows denote the direction of the signals or

directives.

The local DAQ system controls the
digitization hardware and reads out the
detector data, reformats the data and
sends it properly to the STAR DAQ sys-
tem, controls I/O modules to properly
communicate with the TOFp Local Trig-
ger and the STAR Trigger, and visual-
izes the raw data. It is a conventional
approach based on front-end electron-
ics that are NIM and CAMAC modules
with control by a PC running the Linux
operating system. An overview of the
local DAQ system is shown in Figure
3.13.

There are four LeCroy 2249A ADCs
and six LeCroy 2228A TDCs in the CA-
MAC crate. A Kinetics Systems 3922
parallel bus crate controller communi-
cates with a Kinetics 2915 PCI Inter-
face in the PC’s PCI bus. The local
DAQ system also needs to communi-
cate with both the local trigger system
and the STAR trigger. A Bira model
2601 24-bit I/O register accepts the to-
ken and other control information from
the STAR Trigger, while a Jorway 41
output register and a custom “LAMG” module handle the communication with the
local trigger system. The LAMG module is a single width CAMAC module which
can accept a trigger signal and generate a LAM signal on the CAMAC bus after a
preset delay. The detector and cable path temperatures, as well as the read-back
values of the remote threshold system, are read out using a Kinetics model 3516
32-channel scanning A/D converter. A spare ADC channel is also used as a 60 Hz
clock as described in Ref. [99].

The data readout and transfer is done by the PC with a Kinetics model 2915
PCI card (the daq pc is running with a Linux 2.2 kernel, so the driver been de-
veloped at KEK [100] and JNAL for 2.0 kernel has been ported to 2.2 kernel) and
two network interface cards (NIC). The function of the KS2915 is to communicate
with the CAMAC crate and read out all the data on the CAMAC backplane. One
of the NICs is used to communicate with the STAR DAQ system on DAQ’s private
subnet, while the other is used for monitoring and operator control via the general
STAR subnet.
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3.6. THE TIME OF FLIGHT PATCH

Custom software written in C performs the functions outlined in Figure 3.15.
There are five programs running on the PC. To simplify the operate procedure,
they are spawned by one program called TOFPMOTHER. The five programs are
RUNCONTROL, GETDATA, SENDDATA, STARDAQMONITOR and LOCALDAQMONITOR.
RUNCONTROL communicates with STAR DAQ, gets the DAQ command, and notifies
the other programs, then returns the execute status to STAR DAQ. It also updates
generic status information for the system. GETDATA reads out the data and saves
it in a shared buffer (let’s say the total physical RAM of the PC is 128 M, by
append “mem=120M” to the kernel boot parameter will let the operating system
see only the first 120 M RAM, so the rest about 8 M RAM can be used for the
event buffer by a mmap system call to /dev/mem. The actual size is related to the
hardware, for the PC share video memory with the system memory, the size will
smaller, so one need to check how much actual size available before use it.), so
SENDDATA can send it to the STAR DAQ. GETDATA communicates with both the
STAR Trigger and the TOFp local trigger system. In case the event buffer becomes
full, GETDATA will keep and hold the system busy, so the STAR Trigger won’t send
further trigger information to TOFp. Each time an event arrives or is sent out,
GETDATA and SENDDATA update the information stored in the shared memory
segments. A round-robin scheduling algorithm8 is applied, so these programs
have a higher priority than all other programs. STARDAQMONITOR sends run-time
status information of the TOFp DAQ system to the STAR DAQ run-time system.
LOCALDAQMONITOR sends a fraction of the raw data, typically every tenth event,
to the local monitoring system. This allows the display of histograms of the raw
data as it is arriving for diagnostics. The LOCALDAQMONITOR system is running on
another PC in the STAR control room called the ControlPC. A local monitor server
program runs as a daemon and receives the data from the local DAQ system, and
saves it into histograms in a shared mapped ROOT [111] file. Another program
called local monitor display displays these histograms.

TOFp Mother
STAR DAQ

(Run Control, 
Online Monitor, 

…)Run Control

Send DataGet Data

Mon Display

Local Mon Local Mon Server

Local Log Server

TOFp Electronics

STAR TRG

TOFp TRG

Mon Info

Local Mon Display

Figure 3.15: The schematic of the software

components of the local TOFp DAQ system.

The arrows denote the direction of the signals

or directives or data transfer.

There are only one CAMAC crate
for TOFp. In 2002, another TOFr tray
was added in which has more readout
channels. The system is upgraded with
3 CAMAC crates. The 2915 PCI card
can support up to 8 CAMAC crates.
The software can been easily ported to
cope with this situation after modify
the readout part of program GETDATA.
Indeed the TOFr detector has been suc-
cess running which provide a very food
foundation for the barrel Time-of-Flight
detector [101].

8man sched setscheduler on Linux system
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Chapter 4

Data Analysis and Results

In this chapter, the data analysis processes and results are presented. We start
from a quick view of the offline simulation and reconstruction software, then go to
the analysis of proton and anti-proton, the correction to the spectra is discussed
too, and finally, the results of this analysis are presented.

4.1 Offline Simulation and Reconstruction Software

Offline simulation and reconstruction software is the major compo-
nent of STAR experiment. The offline simulation software will simulate
the physical and electronic response of each active detector in STAR to
all types of particle production processes anticipated during the develop-
ment and operation of STAR. We’ll discuss them in following sections.

south x

up y

west
z

Figure 4.1: STAR Coordinate Sys-

tem.

The offline reconstruction software will convert
the raw input pixel data from either simulation
or the real experiment into a reconstructed ver-
sion of the particle production which is a list of
particles corresponding to the triggered event
and includes the momentum, energy, charge
and/or particle identification (PID) of the in-
dividually identified tracks. By combining the
simulation and reconstruction software, we can
get the physical results, evaluate and visualize
the results to check the adequacy and correct-
ness, get the acceptance and efficiency tables,
and do many other things. All the sub-detectors
are included in the offline software. Only TPC
is used in this analysis, thus we’ll focus on the reconstruction and simulation pro-
cesses in the TPC. Other detectors such RICH, SVT, FTPC, TOFp were included in
the run too. You may find the detail of their offline software from the STAR web
page. The design for the STAR offline simulation and analysis software is given
in [118].

Before discussing the following procedure, we first introduce the standard
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4.1. OFFLINE SIMULATION AND RECONSTRUCTION SOFTWARE

STAR coordinate system [120]. As show in Fig. 4.1, it’s a right-handed Carte-
sian system. The origin of the coordinate system is located at the center of the
solenoid (iron).

4.1.1 Event Reconstruction in the TPC

Figure 4.2: Schematic of

the STAR TPC Software

Chain.

TPC is the main track detector of STAR. The goal of TPC tracking software
is to associate the raw space points (nearly 7 million) taken in an event to form
geometrical tracks and fit the points on a track with a track model to extract
information such as the particle momentum. The flow chart of different TPC offline
software modules is shown in Fig. 4.2. The chain is designed to cope with both
simulated data and real data. There are no differences for the reconstruction part.
The software starts from the pixel information.

Cluster/Hit Finder

The cluster/hitfinder [119] is designed to extract the raw data pad-row cross-
ing positions (“hits”) for charged particles that traverse the active volume of the
TPC. It is the first offline analysis (non-calibration) software that will process the
TPC data. Almost all the other offline software are built on the output of clus-
ter/hitfinder. During this stage, the local x-y positions are obtained by looking
for ionization on adjacent pads rows with similar drift times, and the z position is
found by looking for ionization in adjacent time bins (time buckets) on the same
pad. The ionization of two crossed tracks will form a merged cluster and is divided
evenly between them. This cluster is used only for tracking. Once all the local
x-y and z positions are found, they will be transformed into TPC space points with
the drift velocity. These space points contain the information about the hits in the
STAR global coordinates and the energy deposited by the particle.
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Figure 4.3: A TPC Event at hit level.

Fig. 4.3 shows a typical TPC event at hit
level. During this stage, the gain corrections
are applied, the channels tagged by DAQ or pre-
vious offline runs as bad, noisy or dead are re-
moved too. The relative timing corrections be-
tween pads are also applied. It is likely that two
particles will hit the padrows with very close
distance. Thus, a pass is made to find single
hits and multiple hits in a cluster too. The mul-
tiple hit finder may deconvolve the cluster into
individual hits. Finally, the hits will be trans-
formed into TPC space points. With drift ve-
locity, trigger time offsets, sector geometry and
electronic shaper response, the space points
contain information of the position and the en-
ergy deposited by the track.

Track Finding and Global Event Reconstruc-

tion

After get all the space points information, the tracking finding algorithm is
employed to reconstruct the space points into particle tracks and determine the
3-momentum.

The track model is a helix include the energy loss in the gas which causes a
particle trajectory to deviate slightly from the helix [123]. Kalman Filter method
[121] is used for tracking. The tracking efficiency depends on the acceptance of the
detector, the electronics detection capability and the two-hit separation capability.

TPC is the main tracking detector in STAR. However, many other tracking
detectors are added to the system too. It is the task of the global tracking to match
the track and hit information from all the different sub-detectors.

Primary Vertex Finding

Immediately after get all the track information, it is necessary to find out the
collision vertex of the event. By knowing the primary vertex we can find where
a track is a primary track or a secondary track (tracks resulting from decays of
primary particles, interactions with detectors, etc...), we can also refit the track
with this vertex included to improve the momentum resolution. In STAR, this is
done by the event vertex reconstruction package [122]. A Least Squares Method
(LSM) is used.

Primary Track Fit

Once the primary vertex is found, the global tracks with the 3-dimensional
distance of closest approach (dca) less than 3 cm are chosen for a refit by including
the vertex as a additional space points. The new tracks are called primary tracks.
This procedure increase the momentum resolution of the tracks because of the
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error assigned to the primary vertex is much smaller than those associated with
TPC space points.

4.1.2 Particle Identification with dE/dx

The charge collected for each hit on a track is proportional to the energy loss
of the charge particle which pass through the gas in the TPC. For a particle with
charge z (in units of e) and speed β = v/c passing through a medium with density
ρ, the mean energy loss it suffers can be described by the Bethe-Bloch formula:〈

dE

dx

〉
= 2πN0r

2
emec

2ρ
Zz2

Aβ2

[
ln

2meγ
2v2EM

I2
− 2β2

]
(4.1)

where N0 is Avogadro’s number, me is the electron mass, re (= e2

me
) is the classical

electron radius, c is the speed of light, Z is the atomic number of the absorbing
material, A is the atomic weight of the absorbing material, γ = 1/

√
1−β2, I is the

mean excitation energy, and EM (=2mec
2β2/(1−β2)) is the maximum transferable

energy in a single collision [124]. From this formula, we can see that the different
charge particle (different mass) with the same momentum p pass through the TPC
gas can result in different energy loss. Fig. 4.4 shows the energy loss for particles
in the TPC as a function of the particle momentum for both primary and secondary
particles. From this figure, we can also see that as the particle energy rise, the
energy loss becomes less mass dependent. Pion and kaon can be identified up to
0.75 GeV/c, proton and anti-proton can be identified up to 1.1 GeV/c.

Figure 4.4: The energy

loss distribution for pri-

mary and secondary parti-

cles in the STAR TPC as a

function of the pt of the pri-

mary particle. Figure from

[75].

4.2 Raw Yield of Proton and Anti-Proton

In this section, the analysis procedure of raw yield of proton and anti-proton
will be presented. I’ll start with the event selection and centrality definition, then
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discuss the cuts condition used, followed by the particle identification using en-
ergy loss in TPC, finally, the procedure of how to extract proton background is
explained.

4.2.1 Centrality Definition

−→
b

+

+

Figure 4.5: Illustration of im-

pact parameter ~b. Left is side

view and right is end view.

For this analysis, both minimum bias (minbias)
data and central trigger data set taken from Au+Au
collisions at 2001 are used. The collision central-
ity is defined by the impact parameter b (see Fig.
4.5). Smaller b corresponds to more central colli-
sions. However, we cannot measure the impact pa-
rameter experimentally, so we must rely on some
other experimental observable that correlates with
the impact parameter. For this analysis, we chose
the number of uncorrected charged particle (multi-
plicity)1. These are the primary tracks which were
reconstructed in TPC, have at least 10 hits and pass
through following cut: dca<3 cm, −0.5<η<0.5. The
events are then divided into 9 centrality bins which are defined by the percent-
age of the total multiplicity. Fig. 4.6 shows the multiplicity distribution with the
centrality bins used in this analysis.
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Figure 4.6: Charged

multiplicity distribution

for Au+Au collisions @
√
sNN = 200 GeV. The 9

centrality bins used in this

analysis are illustrated

too.

Let’s image during the collision process, each of the nucleons in the nuclei that
participate in the collision process produces (on average) a certain number of parti-
cles, then we can calculate the average number of nucleons that participants in the
collision (〈Npart〉) at a given impact parameter b with a geometrical model (Glauber
Model). Thus, there is a statistical mapping of 〈Ncharge〉→ 〈Npart〉→ 〈b〉 [125, 126].
The particle productions are found to be proportional to the number of elementary
nucleon-nucleon collisions (number of binary collisions: Ncoll), especially for large

1http://www.star.bnl.gov/protected/common/common2002/centrality/
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Centrality (%) Ncharge (>) dNch/dη Npart Nbin 〈b〉 (fm)

1 70−80 14 22. 14.0+4.0
−5.2 12.3+4.8

−5.1 12.9+0.6
−0.6

2 60−70 30 45. 26.9+6.6
−5.5 29.1+9.6

−8.6 12.0+0.5
−0.6

3 50−60 56 78. 47.3+8.1
−7.5 62.4+16.3

−15.7 11.1+0.5
−0.5

4 40−50 94 126. 76.2+9.0
−9.1 120.6+25.1

−24.5 10.0+0.5
−0.4

5 30−40 146 195. 114.5+10.7
−8.6 214.3+36.2

−33.2 8.8+0.4
−0.4

6 20−30 217 287. 165.7+10.0
−8.3 358.4+46.3

−43.6 7.5+0.3
−0.3

7 10−20 312 421. 233.6+7.4
−8.4 575.8+54.5

−58.1 5.8+0.3
−0.2

8 5−10 431 558. 298.3+5.2
−7.1 804.6+65.4

−64.0 4.1+0.2
−0.2

9 0−5 510 691. 351.5+3.4
−3.8 1020.3+73.2

−68.0 2.2+0.2
−0.2

Table 4.1: Listed for
√
sNN = 200 GeV for each Centrality bin are the rage of the % most

central of the hadronic cross section, dNch/dη, the estimated mean number of participants,

the estimated number of binary collisions, and the estimated mean impact parameter.

Data from [126].

momentum transfer (hard) processes. Table 4.1 shows the corresponding value
for these parameters in different centrality.

4.2.2 Event Selection

In order to have a good quality control to the analysis results presented here,
several cut conditions were applied to this analysis. These include both event-wise
variables and track related variables.

Primary Vertex

Normally, collisions will take place over a wide range of values along the z-axis.
However, if the collisions take place around the center of TPC (x= y= z=0), most
of the particles will travel the greatest distance inside the TPC, the event shape
will be symmetric and have maximum coverage on pseudo-rapidity range |η|< 1.
The reason is that TPC is a symmetric detector around the central. For

√
sNN =200

GeV Au+Au run in 2001, a vertex cut was already applied to some of the trigger
type, considerate that the supporting structure of the SVT starting at ±25 cm, we
choose a primary vertex cut of |Z|<25 cm. Also, |X|<3.5 cm and |Y |<3.5 cm were
applied to the data.

Track Selection

For this analysis, we require there are at least 23 hits out of maximum 45 hits
in the TPC for each track used. Also, we require that all the primary tracks pass
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within 3 cm of the primary vertex, i.e., dca < 3 cm. Other kinds of dca cut was
applied to extract the systematic error.

4.2.3 Extract the Raw Yield of Proton and Anti-proton with Energy

Loss in TPC
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Figure 4.7: Z distribution

for a, 50 MeV wide, pt and,

0.1 unit wide, rapidity bin.

Three particle species are

labelled. Each peak can be

fit with a Gaussian func-

tion. The plot is fit with a

3-Gaussian function.

Z Position Correction

As has been discussed before, the energy loss of charge particle when pass
through TPC can be used for particle identification. However, it’s not possible to
do this identification on a track-by-track basis in the full pt range. As can be seen
in Fig. 4.4, different particles have similar energy loss around pt ≈ 1 GeV. We use
a fitting process over many events in the same class to extract the yield of the pro-
ton and anti-proton. We construct a quantity Z = log

([
dE
dx

]
exp

/
[

dE
dx

]
BB(proton mass)

)
,

where
[

dE
dx

]
BB(proton mass)

is the expected ionization for proton and anti-proton from
the Bethe-Bloch formula. For a pure sample of proton, this quantity should be well
described by a Gaussian centered at zero. However, there are many different par-
ticle species such as pions, kaons etc in the sample. These particles will be seen
as Gaussian shapes offset from zero. Fig. 4.7 shows an example Z distribution for
one transverse momentum and rapidity bin. So we can use a multi-Gaussian fit
to extract the raw yield of proton and anti-proton.

The statements above are based on that the Bethe-Bloch formula we used can
describe the energy loss in the experiment well, i.e., the parameters are perfect.
However, this is unlikely to happen, reflect on the results of Z distribution, we see
the mean value of the particle to be identified is not zero, i.e., the central position
of Gaussian shape is shifted away from zero. Fig. 4.8 shows such shift for pion,
we can see the shift is dependent on the number of fit points too. A parabola fit is
employed to fit this dependence, then the parameters from the fit are applied into
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Nfits
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the corrected Z variable formula:

Z = log

( [
dE
dx

]
exp[

dE
dx

]
BB(proton mass)

∗ (a0 + a1 ∗ fitpts+ a2 ∗ fitpts2)

)
(4.2)

where a0, a1, a2 are parameters from the parabola fit, fitpts are the number of
fit points of the track.

Energy Loss Correction

Figure 4.9: Difference

(times sine of the dip an-

gle θ) of the reconstructed

momentum (p) and the ini-

tial momentum (pMC) due

to energy loss in detector

materials, versus momen-

tum (p). Determined using

a GEANT simulation.

When a particle traverses through the detector material, it must have energy
loss. Due to this effect, the momentum recorded by the detector is less than the
initial momentum when the particle freeze-out. A GEANT [102] simulation with
Anti-protons and protons is done to study this effect. The momentum difference
(∆p) between the reconstructed momentum (p) and the initial momentum (pMC)
due to energy loss is shown in Fig. 4.9. The dependence of the momentum differ-
ence is fit by

∆p = p−pMC = a/βc · 1
sin θ

(4.3)
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where β is the relativistic velocity of (anti-)protons, θ is the dip angle between beam
axis and particle trajectory. The fit parameter are α=−0.0032888 and c= 2.43938.
The energy loss correction is applied to the reconstructed global tracks used in
this analysis.

Multi-Gaussian Fit
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Figure 4.10: Middle-rapidity particle yields as a function of Z =

log{
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]
exp
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dE
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BB(proton mass)

}, left plots and right plots are for protons and anti-protons,

respectively. Black points are the multi-Gaussian fits to the measured distributions.

For this analysis, we have 9 centrality bins. Each centrality bin is further
divided into 50 MeV/c per transverse momentum from 0.4 GeV/c to 1.05 GeV/c and
0.1 unit wide per rapidity bin from −1.0 to 1.0. Thus we have a Z distribution for
each bin. A multi-Gaussian fit was applied to this distribution then. From Fig. 4.4
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Particle Name Parameter Range Initial Value

Area par[0] 1, 104 n/a

Pion Mean par[1] dEdxPion± 0.1 dEdxPion

Width par[2] 0.05, 0.2 n/a

Area par[6] 1, 104 n/a

Proton Mean par[7] −0.08, 0.05 0

Width par[8] 0.05, 0.1 n/a

Table 4.2: Limit of Initial Fit Parameter for Pion and Proton, where dEdxPion =[
dE
dx

]
BB(pion mass)

/
[

dE
dx

]
BB(proton mass)

, n/a means no initialization

Range
Initial

Value
Range

Initial

Value

[0] 1, 104 par[0]/2 [0] 1, 104 par[0]/2

[1] dEdxPion± 0.1 par[1] [1] dEdxPion± 0.1 par[1]

[2] par[2]± 0.1 par[2] [2] see 1 par[2]

[3] 1, par[0] par[0]/2 [3] 1, 104 par[0]/2

[4] see 2 dEdxKaon [4] see 3 dEdxKaon

[5] par[2]± 0.1 par[2] [5] 1, 104 par[6]

[6] 1, 104 par[6] [6] ±0.05 par[7]

[7] −0.08, 0.05 par[7] [7] 0.06, 0.1 par[8]

[8] 0.06, 0.15 par[8]

1 0.11− 0.12 for top 2 centrality bins (more central collisions), 0.1−

0.12 for other centrality bins
2 par[1], dEdxKaon+0.1
3 dEdxKaon, dEdxKaon+0.1

Table 4.3: Limit of Fit Parameter for multi-Gaussian fit, left: pt<600 MeV/c,

right: pt>600 MeV/c, dEdxPion=
[

dE
dx

]
BB(kaon mass)

/
[

dE
dx

]
BB(proton mass)

we can see as the momentum increases, the energy loss becomes less sensitive to
the particle species. Reflecting on the Z plots, the peak of pion, kaon and proton
will merge. See Fig. 4.10. So we need to apply different limits on the fit parameter.
We can also see for higher momentum bin, it’s hard to tell the peak position and
width of pion and kaon, so we let pion and kaon have the same width for the multi-
Gaussian function when pt>600 MeV/c. In brief, the multi-Gaussian functions we
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used for fit are:

[0]
[2]×

√
2π
e
−(x−[1])2

2 [2]2 +
[3]

[5]×
√

2π
e
−(x−[4])2

2 [5]2 +
[6]

[8]×
√

2π
e
−(x−[7])2

2 [8]2 for pt<600 MeV/c

[0]
[2]×

√
2π
e
−(x−[1])2

2 [2]2 +
[3]

[2]×
√

2π
e
−(x−[4])2

2 [2]2 +
[5]

[7]×
√

2π
e
−(x−[6])2

2 [7]2 for pt>600 MeV/c

(4.4)
where [0], [1], · · · are the parameters to be fit, the first Gaussian denotes Z distri-
bution for pion and the second for kaon, the third for proton. Before the multi-
Gaussian fit, we also apply two Gaussian fits (with equation 4.5,

[0]
[2]×

√
2π
e
−(x−[1])2

2[2]2 (4.5)

where [0],[1],[2] denotes the area, mean and width of Gaussian function) to the
spectra around the expected Z value for pion and proton to get a rough estimate
for the initial value of multi-Gaussian fit. These initial values were then applied
to the multi-Gaussian fit. For discussion purpose, we refer these initial values for
pion as par[0], par[1], par[2] and for proton as par[6], par[7], par[8]. The limits of the
parameters for this initial fit are listed in Table 4.2.

Finally, all the limits applied to the multi-Gaussian fits are listed in Table 4.3.
We can see the major concern for the limit is the mean and width of the Gaussian
function. For some particular bins (most in high pt region), the fit will be sensitive
to the limit used and will fail. Fine-tuning is needed in this case.

Fig. 4.10 shows the multi-Gaussian fit results to the Z distributions. The area
of the third Gaussian function in equation 4.4 is the raw yield of (anti-)protons.

4.2.4 Extract the proton background

Before the particles produced in a collision are detected by TPC, they must
traverse the beam pipe and different kinds of detector material, they will have
hadronic interactions with beam pipe and the detector materials, thus produce
secondary particles (including secondary protons). Primary protons have a small
dca since they are produced from the event vertex, while this is not true for the
secondary protons since they are not produced at the main event vertex. The dca
distribution of proton and anti-proton for different pt bin is shown in Fig. 4.11. The
distribution is peaked at small dca and has a flat tail from secondary production.

Since the background shape of the dca distribution at small dca (≤ 3 cm) is
not known, a Monte Carlo simulation (GEANT) was employed by using the particles
generated by both HIJING and RQMD models as input. An empirical form was
found for the background:

background(dca) ∝
(

1 + exp
(−dca

a

))−1

(4.6)

where a is a parameter to be determined which is both momentum and rapidity
dependent. We have the same binning when extract the raw yield of (anti-)proton.
The dca distributions of proton and anti-proton for each bin are plotted. We can
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Figure 4.11: Proton and anti-proton dca distributions for different pt bin, the background

(line start from the origin) is strongly dependent on the transverse momentum.
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DCA Effi Plot(3.0,23 vs 1.4,23)
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Figure 4.12: The ratio

of background proton over

total proton vs pt for differ-

ent rapidity bin.

see from equation 4.6, there is a scale factor which is dependent on the dca dis-
tribution of the non-background proton. We assume the non-background proton
and anti-proton have similar dca distribution, then fit the proton dca distribution
by using

P (dca) = N1 ∗
(

1 + exp
(−dca

a

))−1

+N0 ∗ P̄ (dca) (4.7)

where N1 and N0 are scale factors. The background protons (line start from the
origin) distributions, shown in Fig. 4.11, are gotten from above fit procedure. We
can also see that a large amount of background protons are concentrated at low
pt region. This can be seen from Fig. 4.12 where the ratios of background protons
over total protons vs pt are shown at different rapidity bins.

The net-proton then was obtained by multiplying the total proton a factor(
1−ratio(y, pt)

)
.

4.3 Efficiency Correction

If the detector and the reconstruction software are perfect, i.e., the detector has
full acceptance and can record everything correctly, the software can reconstruct
the 3D image from the hit point information with 100% accuracy, the analysis
is done with the procedures in previous sections. However, nothing can be per-
fect. First, the detector have no full acceptance, i.e., some of the particles may hit
the dead region (such as the support structure, ...) of the detector, thus can’t be
detected. Second, the particle will suffer energy loss when travel through the de-
tector or annihilate (such as anti-proton will annihilate with proton in the detector
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4.3. EFFICIENCY CORRECTION

material or beam pipe). And at last, it’s not possible for the software to reconstruct
the full 3 dimensional image of the event correctly from the hit point information.
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used in this analysis. Line
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So, in order to get the corrected yield of proton and anti-proton, it’s necessary
to include the correction of these factors. They are determined by a procedure
called embedding. The idea is to take a real event and embed into the raw data file
the signal from a few simulated tracks at the level of ADC counts. The simulated
signal is obtained via a GEANT Monte Carlo simulation of the detector response
as been detailedly described in [125]. The acceptance, energy loss, particle (anti-
proton, for this analysis) annihilation etc. are all be simulated during this process.
The final simulated ADC signal is then merged into the raw data from the real event
and then processed by the STAR reconstruction software chain. Since we have the
full information of the embed tracks, we can then associate the reconstructed
tracks to the corresponding Monte Carlo track. This association is done at the hit
level.

The efficiency then can be obtained by comparing the reconstructed Monte
Carlo tracks to the embedded Monte Carlo tracks. Fig. 4.13 shows the transverse
momentum dependence of efficiency for the most central and peripheral collisions.
For pt>400 MeV/c, the efficiency tends to be a constant. We use function

Effi(pt) = (a0 − a1 × pt)×

(
1− exp

(
−
pt − a2

a3

))
(4.8)

to fit the data points where a0, a1, a2, a3 are the parameters. The results from this
function are used for the correction in this analysis to remove unnecessary fluctu-
ations.
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4.4. PROTON AND ANTI-PROTON YIELDS

4.4 Proton and Anti-Proton yields

Now we can calculate the proton and anti-proton yields with following equa-
tions:

Yield p̄(y, pt) =
RawYield p̄(y, pt)

Effi(y, pt) ∗NEvent

Yieldp(y, pt) =
RawYieldp(y, pt) ∗

(
1− RatioOfBackground(y, pt)

)
Effi(y, pt) ∗NEvent

(4.9)

where NEvent is the number of events.
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Figure 4.14: Mid-rapidity (|y|≤0.1) proton (right) and anti-proton (left) transverse momen-

tum distributions for 9 centrality bins. From bottom to top, the centrality increase. Inner

histograms are the systematic errors for the most central collision. Dashed line represent

the thermal fit results.

4.4.1 Transverse Momentum Distribution

The invariant yields d2N/(2πpt dpt dy) (see App. B.4) of proton and anti-proton
are shown in Fig. 4.14. The plots are arranged in the way that from bottom to top,
the collision centrality increases: the top and bottom distributions correspond to
top 5% and (70−80)% of the measured cross section, respectively. It is evident that
for both proton (right panel) and anti-proton (left panel) distributions become more
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4.4. PROTON AND ANTI-PROTON YIELDS

concave from peripheral to central collisions indicating an increase in transverse
radial flow. We’ll come back to this issue in chapter 6.

STAR has published the spectra of π/K/P in Au + Au and pp collisions on
Phys. Rev. Lett. [129]. We did a comparison by dividing our results by the PRL
results, see Fig. 4.15. We can see our results are consistent with the published
results within 10% errors.
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4.4.2 Systematic Uncertainty

The bin to bin systematic uncertainties on the spectra are estimated by vary-
ing the event and track selection and analysis cuts. The estimated uncertainties
are less than 15%. An additional systematic error on the proton spectra due to
background subtraction is estimated to 5% at low pt and negligible at high pt [128].
The two inner histograms in Fig. 4.14 show the systematic errors for the most
central collisions.
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Chapter 5

RQMD Simulation and Results

The interactions between nucleus nucleus collisions are complex processes
that involve strong and electro-weak phenomena. Although we have QCD, how-
ever, “knowing the equation is not the same as having the solutions” [103]. By
employ the effective theory such as perturbative QCD and electro-weak theory, we
can describe some exotic parts of the processes such as the production of high pt

jets or W , Z particles involving a large mass scale. However, the bulk of the event
structure is non-perturbative in nature and cannot yet be calculated from the first
principles. Thus, we have to seek for help from phenomenological models, such as
the string model. The Monte Carlo implementations of such models are particu-
larly useful for us to test various theoretical ideas. They are also invaluable to the
implementations of an actual experiments from the initial design (help choose de-
tector material, ...) to the final data analysis (comparison between the experiment
and Monte Carlo results).

There are many good Monte Carlo event generators available for relativistic
heavy ion collisions, such as HIJING [105], RQMD [71], UrQMD [106], AMPT [107],
EPOS (formerly NEXUS) [108], etc. Each of them can describe part of the exper-
iment results well and help us to understand the underly mechanism of the col-
lision. For a review, see Ref. [109]. In this chapter, I will focus on the RQMD
model.

5.1 RQMD Introduction

Relativistic Quantum Molecular Dynamics (RQMD) is a semiclassical micro-
scopic model which combines classical propagation with stochastic interactions.
Within the framework of RQMD, a typical heavy ion collision may be schematically
divided into three stages, i.e.pre-hadronic stage, hadronic pre-equilibrium stage
and the stage from hadronic kinetic equilibrium to freeze-out. The pre-hadronic
stage is determined by the initial excitation and fragmentation of color strings
and ropes. This stage lasts about 1.5 fm/c and the effective transverse pressure
is rather soft. During the late hadronic stage, the hadronic system reaches local
kinetic equilibrium followed by a break-down of equilibrium due to dilution of the
hadronic gas and finite size of the system [110,115]. A more detail description of
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5.2. ANALYSIS OF RQMD DATA

the model can be found at Ref. [71]. RQMD is not a partonic-based model. How-
ever, it’s believed that there are partonic interactions at RHIC energy. The reason
we select this hadronic-based model is to study only the effects of the hadronic
processes which will show the difference to partonic processes. We use RQMD
version 2.4 in our analysis.

5.2 Analysis of RQMD Data

The raw output of RQMD is a text-based file. In this file, each event is recorded
by some event-wise variables following with each particle’s PID, charge, 4-vector,
4-momentum, mass etc. in this event. Several events are stored in one file or-
derly. The first procedure to analysis the RQMD data is to read this file. However,
sometimes we only need to read the selected (not all) variables for each event. This
is not possible with this text-based file because of no pointer in this file to locate
the variables. ROOT [111] based file has pointer. It provides a TTree class which
can be used to organize the events into a tree-like structure. One can access only
the interested data members. Also, reading the root-based file is more convenient
and faster than reading the text-based file. Programs1 have been developed for
this purpose. This idea (programs) can be easily ported to other Monte-Carlo event
generators (depends on the output is a text based file).
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Figure 5.1: Impact parameter vs. charged

particle (p̄,K+,K−, π+, π−) multiplicity in

|η/Ybeam| < 0.2.

The impact parameter in a Monte Carlo event generator is known. In exper-
iment, we’re using the charged particle multiplicity as an estimate of the impact
parameter since there are no ways to measure it. Fig. 5.1 shows the scatter plot of
impact parameter vs. multiplicity in |η/Ybeam|<0.2. An approximate linear relation
exists between them. This relation also proves that the method we define the cen-
trality with multiplicity in experiment is reasonable. In the analysis, we use the
same method in the analysis of RQMD data. The centrality definition is same as in
experiment, i.e., we divide the multiplicity by top 0-5%, 5-10%, 10-20%, 20-30%,
30-40%, 40-50%, 50-60%, 60-70%, 70-80%, 80-100%, corresponding to total 10
centrality bins. Top 0-5% is the most central collisions.

In this analysis, we’ve generated several data sets for different CMS
energy(

√
sNN =): 5 GeV, 10 GeV, 20 GeV, 60 GeV, 130 GeV, 200 GeV. In order

1Contact me if interested.
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5.3. PARTICLE SPECTRA

to study the effect of rescattering, events with both rescattering on and off are
generated for each energy.

5.3 Particle Spectra

Fig. 5.2 shows the mid-rapidity (|y|< 1.0) invariant cross section distribution
for charged pions, kaons and protons as a function of transverse mass for the most
central Au + Au collisions at

√
sNN = 200 GeV. As for the case of without rescat-

terings, the invariant cross sections for different particles have similar shapes.
This behavior is often called “mt scaling” [27]. Please note, the original meaning
of mt scaling is that identified particle spectra can be described by a “universal”
parameterization of the form shown in Eq. 5.1:

E
dσ

d3p
= A

e−mt/T

mλ
t

(5.1)

Here the spectra of different particles have been scaled by arbitrary factors to
achieve the best overlap. However, for collision with rescattering on, the scaling is
broken! This is a clear evidence for collective transverse expansion.
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Figure 5.2: Invariant cross sec-

tion of charged pions, kaons and

protons as a function of trans-

verse mass mt for the most central

Au + Au collisions at
√
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GeV with RQMD model. Data are

extracted from mid-rapidity only
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More clear evidence can be seen from the mass dependence of the mean trans-
verse momentum 〈pt〉. Fig. 5.3 shows the mid-rapidity mean pt of charged pions,
charged kaons and protons as a function of collision centrality for Au + Au col-
lisions at

√
sNN = 200 GeV. Data from the PHENIX Collaboration [113] are given

by the symbols and RQMD results are shown as hatched bands. With increasing
centrality the values of 〈pt〉 increase and the difference between particles also in-
creases, indicating the development of stronger collective motion in more central
collisions. The RQMD model reproduces this trend although it underestimates the
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5.3. PARTICLE SPECTRA

absolute values for kaons throughout the whole centrality range. Again, switching
off rescattering among produced particles in RQMD results in flat distributions of
〈pt〉 as a function of centrality for pions and kaons. The variation for (anti-)protons
is less than 10%. All values correspond to the most peripheral collisions, i.e.,
〈pt〉 ≈ 0.38, 0.47, 0.58 GeV/c for charged pions, charged kaons, and (anti-)protons,
respectively. These results demonstrate the importance of rescattering in high en-
ergy nuclear collisions. The RQMD model does not include partonic degrees of
freedom. However, at RHIC energies the rescattering needed to describe the 〈pt〉
and ratios of particles might occur at an earlier stage. The fact that RQMD under-
predicts [44,45] the value of 〈v2〉 suggests that interactions among partons at the
early stage of the collision are important at RHIC.

Transverse expansion in197Au¿197Au collisions at RHIC

Y. Cheng,1 F. Liu,1,* Z. Liu,1 K. Schweda,2 and N. Xu2
1Institute of Particle Physics, Huazhong Normal University, Wuhan 430079, People’s Republic of China

2Nuclear Science Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
~Received 9 April 2003; published 18 September 2003!

Using the relativistic quantum molecular dynamics model, transverse momentum distributions and particle
ratios are studied for197Au1197Au collisions atAs

NN
5200 GeV. In particular, we present results on the mean

transverse momentum of charged pions, charged kaons, protons, and antiprotons and compare with experimen-
tal measurements. We discuss an approach to study early partonic collectivity in high energy nuclear collisions.

DOI: 10.1103/PhysRevC.68.034910 PACS number~s!: 25.75.2q

Understanding the physics of relativistic heavy ion colli-
sions represents an interesting problem, providing us with
the chance to create and investigate extremely hot and dense
hadronic matter, the quark-gluon plasma@1#. Almost three
years ago, the Relativistic Heavy Ion Collider~RHIC! started
operation and a variety of new and exciting data have been
reported@2,3#. Experimental phenomena such as strong col-
lective expansion@4–6#, large values of the elliptic aniso-
tropy parameter̂v2& @7#, the suppression of charged particle
yields at moderately high transverse momentum@8#, and the
disappearance of back to back correlations of particles at
moderately high transverse momentum@9# were observed.
These observations indicate that frequent interactions among
partons~quarks and gluons! occur in high energy nuclear
collisions. However, the question of whether those interac-
tions take place among hot-equilibrated partons or among
those partons originating from the incoming fast nuclei is yet
to be answered. Complicated processes during the multipar-
ticle production and interactions are difficult to describe in a
theoretical framework. Microscopic transport models are
necessary for investigating high energy nuclear collisions.

In high energy nuclear collisions, the density distribution
of particles and interactions among them lead to a pressure
gradient which drives the collective expansion. Here, collec-
tivity is cumulative over the whole collision process. The
study of observables related to collective expansion, i.e.,
transverse radial flow, will help us to understand the collision
dynamics. Furthermore, interactions at the late stage tend to
wash out the memory of the early stage information. How-
ever, the amount of collectivity finally observed by the de-
tector does not depend on the nature of the constituents—
partons or hadrons, as long as the collective flow is strong.
Therefore we focus on the collective flow observables and
use the relativistic quantum molecular dynamics~RQMD!
model @10# as a guidance.

Within the framework of RQMD, a typical heavy ion col-
lision may be schematically divided into three stages, i.e.,
prehadronic stage, hadronic preequilibrium stage and the
stage from hadronic kinetic equilibrium to freeze-out. The
pre-hadronic stage is determined by the initial excitation and
fragmentation of color strings and ropes. This stage lasts
about 1.5 fm/c and the effective transverse pressure is rather

soft. During the late hadronic stage, the hadronic system
reaches local kinetic equilibrium followed by a breakdown
of equilibrium due to dilution of the hadronic gas and finite
size of the system@4,11#.

One of the characteristic features of transverse radial flow
is the mass dependence of the mean transverse momentum
^pT&, which is reflected in the corresponding slope param-
eters@6#. Figure 1 shows thêpT& for charged pions (p),
charged kaons (K), and~anti!protons~p! as a function of the
collision centrality. Preliminary data from the PHENIX Col-
laboration@12# are given by the symbols and results from
RQMD are shown as hatched bands. With increasing central-
ity the values of^pT& increase and the difference between

*Email address: fliu@iopp.ccnu.edu.cn
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ti!protons~circles! vs collision centrality~number of participants!
for 197Au1197Au collision atAs

NN
5200 GeV. The symbols show
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rors are statistical only. The dashed bands represent the results from
RQMD @10#. Note that for all particles, the data points are extracted
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Figure 5.3: Midrapidity mean transverse mo-

mentum 〈pt〉 of charged pions, charged kaons

and protons vs collision centrality for Au +

Au collisions at
√
sNN = 200 GeV. The sym-

bol shows data from the PHENIX collabora-

tion [113] (|y|≤0.35) and the errors are statis-

tical only. The dashed bands represent the

results from RQMD (|y|≤0.5). The top part of

the figure list the values of impact parame-

ters from the model.

As shown in right of Fig. 2.8, a new observations at the RHIC is that the
mid-rapidity yields of protons are approaching or are equal to that of negatively
charged pions at moderately high transverse momentum pt ∼ 2 − 3 GeV/c [131].
This observation has been interpreted as the result of either baryon junction [46]
or parton coalescence [51,52]. In the former case, the novel mechanism of baryon
transport, the existence of topological gluon field configurations in high energy
collisions, is invoked. The junction model predicts long-range baryon number
transport over rapidity and considerable transverse momentum pt enhancement.
In the latter case, the observed strong enhancement in the proton to pion ratio is
discussed in the framework of quark coalescence. As a consequence, collectivity
at the partonic level becomes important. Fig.5.4 shows several particle ratios as
a function of pt from calculations with RQMD. The solid lines and dashed lines
represent the baryon over pion and meson over pion ratios, respectively. All ratios
increase as pt increases, but the ratios from protons reach much higher values
than those of φ mesons. In RQMD, the enhancement is mainly due to multiple
rescattering among produced particles. In the limit of frequent rescattering, the
hydrodynamical behavior is expected to appear [54].

In the calculations, the strong enhancement of protons over pions as a func-
tion of transverse momentum comes from the rescattering at the late hadronic
stage. On the other hand, the collectivity may have developed at the early partonic
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5.4. NET BARYON IN RQMD

particles also increases, indicating the development of stron-
ger collective motion in more central collisions. The RQMD
model reproduces this trend although it underestimates the
absolute values for kaons throughout the whole centrality
range.

Switching off rescattering among produced particles in
RQMD results in flat distributions of̂pT& as a function of
centrality for pions and kaons. The variation for~anti!protons
is less than 10%. All values correspond to the most periph-
eral collisions, i.e., ^pT&'0.38, 0.47, 0.58 GeV/c for
charged pions, charged kaons, and~anti!protons, respec-
tively. These results demonstrate the importance of rescatter-
ing in high energy nuclear collisions. The RQMD model
does not include partonic degrees of freedom. However, at
RHIC energies the rescattering needed to describe the^pT&
and ratios of particles might occur at an earlier stage. The
fact that RQMD underpredicts@13# the value of^v2& sug-

gests that interactions among partons at the early stage of the
collision are important at the RHIC.

One of the new observations at the RHIC is that at mod-
erately high transverse momentumpT;2 –3 GeV/c, the
midrapidity yields of protons are approaching or are equal to
that of negatively charged pions@5#. This observation has
been interpreted as the result of either baryon junction@15#
or parton coalescence@16,17#. In the former case, the novel
mechanism of baryon transport, the existence of topological
gluon field configurations in high energy collisions, is in-
voked @18–20#. The junction model predicts long range
baryon number transport over rapidity and considerable
transverse momentumpT enhancement@20#. In the latter
case, the observed strong enhancement in the proton to pion
ratio is discussed in the framework of quark coalescence
@16,17#. As a consequence, collectivity at the partonic level
becomes important.

In Fig. 2, several particle ratios from calculations with
RQMD are shown as a function ofpT . The solid lines and
dashed lines represent the baryon over pion and meson over
pion ratios, respectively. All ratios increase aspT increases,
but the ratios from protons reach much higher values than
those off mesons. In this model, the enhancement is mainly
due to multiple rescattering among produced particles. In the
limit of frequent rescattering, the hydrodynamic behavior is
expected to appear as discussed in Ref.@21#.

In the calculations, the strong enhancement of protons
over pions as a function of transverse momentum comes
from the rescattering at the late hadronic stage. On the other
hand, as proposed in Refs.@16,17#, the collectivity may have
developed at the early partonic stage in high energy colli-
sions at the RHIC. Pions and protons might dominantly par-
ticipate in rescattering at the late hadronic stage. Since col-
lectivity is cumulative, one cannot unambiguously identify
the dominant origin of the collectivity from the measurement
of pions and protons only. The study of other particle species
with much smaller hadronic cross sections will allow us to
identify and characterize collectivity at the partonic stage.

As shown in Fig. 2, the ratio off mesons over charged
pions (f/p) is much lower than that of either~anti!protons
over charged pions (p/p) or ~anti!lambdas over charged
pions (L/f). This is due to the small hadronic cross section
of f mesons as implemented in RQMD. Thef-meson
shows only little interaction in the hadron gas leading to an
early freeze-out time at small transverse radius, as can be

0

0.2

0.4

0.6

0.8

1

0 0.5 1 1.5 2 2.5

(1) K / π

(2) φ / π

(3) p / π

(4) Λ / π

(1)

(2)

(3)

(4)

P
ar

tic
le

 r
at

io
s

Transverse momentum pT  (GeV/c)

FIG. 2. Transverse momentum dependence of the midrapidity
particle ratios of charged kaons over charged pions (K/p), f me-
sons over charged pions (f/p), ~anti!protons over charged pions
(p/p), and ~anti!lambdas over charged pions (L/p), from 197Au
1197Au collisions atAs

NN
5200 GeV by RQMD. The results are

from the 10% most central (b<3 fm) collisions. Recent results,
Ref. @14#, show that the sum of proton andL over pion ratio ap-
proaches unity atpT;2.5 GeV/c, similar to the RQMD results.

0

0.05

0.1

0.15

0.2

0 10 20 30 40

(a) dN/dr

φ
Ωπ

p

Radius (fm)

C
ou

nt
s 

(a
rb

.u
ni

ts
)

0 10 20 30 40 50 60

(b) dN/dt

φ
Ωπ

p

Time (fm/c)

FIG. 3. The RQMD transverse
freeze-out radius~a! and freeze-
out time ~b! for charged pions
(p), ~anti!protons (p), f mesons
(f), and the multistrange baryon
V. The results shown are from
10% most central (b,3 fm!
197Au1197Au collisions at As

NN

5200 GeV. The normalization of
the distributions is arbitrary.

Y. CHENG, F. LIU, Z. LIU, K. SCHWEDA, AND N. XU PHYSICAL REVIEW C68, 034910 ~2003!

034910-2

Figure 5.4: Transverse momentum de-

pendence of the mid-rapidity particle ra-

tios of charged kaons over charged pions

(K/π), φ mesons over charged pions (φ/π),

(anti)protons over charged pions (p/π), and

(anti)lambdas over charged pions (Λ/π), from

Au + Au collisions at
√
sNN = 200 GeV by

RQMD. The results are from the 10% most

central (b ≤ 3 fm) collisions.

stage in high energy collisions at the RHIC. Pions and protons might dominantly
participate in rescattering at the late hadronic stage. Since collectivity is cumu-
lative, one cannot unambiguously identify the dominant origin of the collectivity
from the measurement of pions and protons only. The study of other particle
species with much smaller hadronic cross sections will allow us to identify and
characterize collectivity at the partonic stage.

As shown in Fig. 5.4, the ratio of φ mesons over charged pions (φ/π) is much
lower than that of either (anti)protons over charged pions (p/π) or (anti)lambdas
over charged pions (Λ/π). This is due to the small hadronic cross section of φ
mesons as implemented in RQMD. The φ-meson shows only little interaction in
the hadron gas leading to an early freeze-out time at small transverse radius, as
can be seen in Fig. 5.5. The φ meson might freeze-out as soon as it formed. There-
fore, eventual collective motion of the φ meson might have been dominantly built
up during the prehadronic, or in other words, partonic stage. At the maximum
SPS energy (

√
sNN ≈ 17.2 GeV), the multistrange baryon Ω might be less sensi-

tive to hadronic rescattering [115]. It seems that multistrange particles freeze-out
earlier compared with nonstrange ones. So in order to identify and study par-
tonic collectivity, a systematic study of the distributions of φ mesons and other
multistrange particles, including both elliptical and radial flow, is essential.

5.4 Net baryon in RQMD

As discussed in Ref. [117], the mid-rapidity p̄/p ratio is increasing as collision
energy increasing which means the system in the middle rapidity is approaching
to net-baryon free. This can be seen more clear from the net baryon rapidity
distribution for different CMS energy as shown in Fig. 5.6. The net baryon is
calculated as (P + Λ) − (P̄ + Λ̄). Please note that in order to have a clear picture
with the results from different CMS energy, the abscissa in Fig. 5.6 has been
scaled by 1/ybeam. In the full stopping limit, the projectiles and target baryons
will lose all the memory of their initial state. The produced particles will then
be spherical distribution. In the case of nuclear transparent, the two colliding
nuclei will just pass through each other and leave the trail of energy between the
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5.4. NET BARYON IN RQMD

particles also increases, indicating the development of stron-
ger collective motion in more central collisions. The RQMD
model reproduces this trend although it underestimates the
absolute values for kaons throughout the whole centrality
range.

Switching off rescattering among produced particles in
RQMD results in flat distributions of̂pT& as a function of
centrality for pions and kaons. The variation for~anti!protons
is less than 10%. All values correspond to the most periph-
eral collisions, i.e., ^pT&'0.38, 0.47, 0.58 GeV/c for
charged pions, charged kaons, and~anti!protons, respec-
tively. These results demonstrate the importance of rescatter-
ing in high energy nuclear collisions. The RQMD model
does not include partonic degrees of freedom. However, at
RHIC energies the rescattering needed to describe the^pT&
and ratios of particles might occur at an earlier stage. The
fact that RQMD underpredicts@13# the value of^v2& sug-

gests that interactions among partons at the early stage of the
collision are important at the RHIC.

One of the new observations at the RHIC is that at mod-
erately high transverse momentumpT;2 –3 GeV/c, the
midrapidity yields of protons are approaching or are equal to
that of negatively charged pions@5#. This observation has
been interpreted as the result of either baryon junction@15#
or parton coalescence@16,17#. In the former case, the novel
mechanism of baryon transport, the existence of topological
gluon field configurations in high energy collisions, is in-
voked @18–20#. The junction model predicts long range
baryon number transport over rapidity and considerable
transverse momentumpT enhancement@20#. In the latter
case, the observed strong enhancement in the proton to pion
ratio is discussed in the framework of quark coalescence
@16,17#. As a consequence, collectivity at the partonic level
becomes important.

In Fig. 2, several particle ratios from calculations with
RQMD are shown as a function ofpT . The solid lines and
dashed lines represent the baryon over pion and meson over
pion ratios, respectively. All ratios increase aspT increases,
but the ratios from protons reach much higher values than
those off mesons. In this model, the enhancement is mainly
due to multiple rescattering among produced particles. In the
limit of frequent rescattering, the hydrodynamic behavior is
expected to appear as discussed in Ref.@21#.

In the calculations, the strong enhancement of protons
over pions as a function of transverse momentum comes
from the rescattering at the late hadronic stage. On the other
hand, as proposed in Refs.@16,17#, the collectivity may have
developed at the early partonic stage in high energy colli-
sions at the RHIC. Pions and protons might dominantly par-
ticipate in rescattering at the late hadronic stage. Since col-
lectivity is cumulative, one cannot unambiguously identify
the dominant origin of the collectivity from the measurement
of pions and protons only. The study of other particle species
with much smaller hadronic cross sections will allow us to
identify and characterize collectivity at the partonic stage.

As shown in Fig. 2, the ratio off mesons over charged
pions (f/p) is much lower than that of either~anti!protons
over charged pions (p/p) or ~anti!lambdas over charged
pions (L/f). This is due to the small hadronic cross section
of f mesons as implemented in RQMD. Thef-meson
shows only little interaction in the hadron gas leading to an
early freeze-out time at small transverse radius, as can be
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FIG. 2. Transverse momentum dependence of the midrapidity
particle ratios of charged kaons over charged pions (K/p), f me-
sons over charged pions (f/p), ~anti!protons over charged pions
(p/p), and ~anti!lambdas over charged pions (L/p), from 197Au
1197Au collisions atAs

NN
5200 GeV by RQMD. The results are

from the 10% most central (b<3 fm) collisions. Recent results,
Ref. @14#, show that the sum of proton andL over pion ratio ap-
proaches unity atpT;2.5 GeV/c, similar to the RQMD results.
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Figure 5.5: The RQMD transverse freeze-out radius (a) and freeze-out time (b) for charged

pions (π), (anti)protons (p), φ mesons (φ), and the multistrange baryon Ω. The results

shown are from 10% most central (b<3fm) 197Au + 197Au collisions at
√
sNN =200 GeV. The

normalization of the distributions is arbitrary.

projectile and target rapidity. Particles will be produced in this region and the net
baryon number in this region should be zero. However, the actual situation is not
so simple but a mixture of these two extreme cases! In middle rapidity, we can see
from the figure, as the energy increasing, the net baryon number is decreasing.
Also, the rapidity distribution becomes flatter, thus a central rapidity plateau is
formed.
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Chapter 6

Discussion

6.1 Kinetic Freeze-out Conditions

A thermal + transverse radial flow model [56] is often used to extract the ki-
netic freeze-out conditions of the system. The model assumes the system is local
thermal equilibrated and boost the thermal source in both longitudinal and trans-
verse direction, thus the invariant momentum spectrum of the particle can be
described by

dN

mt dmt
∝
∫ R

0
r drmtK1

(mt cosh ρ
Tfo

)
I0

(pt sinh ρ
Tfo

)
(6.1)

where I0 and K1 are modified Bessel functions, Tfo is interpreted as the kinetic
freeze-out temperature, and ρ = tanh−1 βr(r) is the boost rapidity. βr(r) is the trans-
verse velocity distribution in the region 0≤ r≤R by a self-similar profile, which is
parameterized by the surface radial velocity βS:

βr(r) = βS

( r
R

)α
(6.2)

The exponent α describes the evolution of the flow velocity (flow profile).
By fitting the transverse spectrum of one particle one can extract βS and Tfo.

The mean transverse velocity 〈β〉 can be calculated by [114]:

〈β〉 =

∫ R
0 r dr βr(r)∫ R

0 r dr
=
( 2

2 + α

)
βS (6.3)

However, as already discussed in Ref. [114], a strong anticorrelation exist be-
tween these two parameters, thus several possible combinations of βS and Tfo may
describe the data well. By simultaneously fitting the transverse spectra of different
particles may help to remove this ambiguity.

Fig. 6.1(a) shows the fit results of the spectra of π, K, proton and anti-proton
from

√
sNN = 200 GeV Au + Au collisions. The spectra of π and K are taken from

Ref. [129], (anti-)proton are from this analysis. The top plot shows the kinetic
freeze-out temperature. The yellow dashed band is the chemical freeze-out tem-
perature extracted by a chemical-equilibrium (statistical) model. As centrality in-
crease, the temperature Tfo decrease, while the chemical freeze-out temperature
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6.1. KINETIC FREEZE-OUT CONDITIONS

Tch is independent of the collision centrality. This can be understood as following:
although the Au + Au collisions in different centrality might have different initial
conditions, they all evolve to the same chemical freeze-out condition and then ex-
pand because of elastic collision. However, the system in central collision have
more particles than in peripheral collision, they will require more time to reach
kinetic freeze-out, thus the temperature at this stage must be smaller than in pe-
ripheral collision. Also, the expansion of the system in central collision is stronger
than in peripheral collision, this will lead to larger collective flow. This can be
seen in the middle plot of Fig. 6.1(a). The mean transverse velocity increase with
centrality. Fig. 6.1(b) shows the χ2 contours of the kinetic freeze-out temperature
parameter and transverse velocity parameter.
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Figure 6.1: (a): Kinetic freeze-out temperature Tfo, mean transverse flow velocity 〈β〉 and

the velocity profile α as a function of number of participants (Npart) extracted from a si-

multaneous fit to π±, K±, p and p̄ spectra from
√
sNN = 200 GeV Au + Au collisions. (b):

The χ2 contours for π, K and p. The yellow dashed band denotes the chemical freeze-out

temperature [129].

The bottom plot of Fig. 6.1(a) shows the centrality dependence of the velocity
profile parameter α. We can see α decrease as centrality increase, the value is
larger than 1 for peripheral collision and less than 1 for central collision. From Eq.
6.2, the differential of βr(r) is dβr(r) = αβSr

α−1dr/Rα. α = 1 means the acceleration
respect to the radius is a constant, while α > 1 means the acceleration is increase,
α < 1 means decrease. While the velocity profile extracted from RQMD (Fig. 1 of
Ref. [114]) shows a mixture of these three components. The acceleration respect
to the radius at first increase, then constant, and decrease as the radius increase.
So the profile used in our fit is an average of these three stages. The system size in
different centrality then will determine this final average results. The system size
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6.1. KINETIC FREEZE-OUT CONDITIONS

is small in peripheral collision compared to in central collision, thus the velocity
profile parameter α will be larger. As we can see that in the bottom plot of Fig.
6.1(a).

Also, because of many of the detected particles are not originate from the
thermal source but from resonance decays, it is suggested in Ref. [56], we must
be careful when interpreting the spectrum fits made without feed-down correction
from resonance decay. We did some model study by employing the RQMD model.
We first get the spectra of π, K, P, Λ, Ξ, Ω, φ (all the corresponding anti-particles are
included too), then apply the thermal model fit to these particles. We classify the
particles into two groups when applying the fit. π, K, P and Λ belong to one group;
the multi-strange particles Ξ, Ω and φ belong to the other group. It’s believed the
particles in the later group will freeze-out earlier [115, 116], thus have different
kinetic freeze-out condition. Then we extract all the resonance particles out from
RQMD, and simulate the decay of these particles by using the PYTHIA [104] event
generator. The branch ratio of the different decay channel is already considered in
PYTHIA. The decay products are merged into the initial produced particle. Then we
fit the spectra again. The results of the both fits are shown in Fig. 6.2. As can be
seen from the plot, RQMD results have similar trend as seen in data although the
absolute value is larger than data. Also the effect on the extracted fit parameters
after applying feed-down correction is small under the framework of RQMD.
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Figure 6.2: The kinetic freeze-out parameters Tfo (left) and 〈β〉 (right) extracted from the

RQMD model. The plot shows the results without resonance decay and after resonance

decay. The resonance decay has less effect on the kinetic freeze-out conditions.

6.1.1 dN/dy and 〈pt〉

We only measured the yield in pt range 0.45 − 1.05 GeV/c. The yield not cov-
ered in this range was extracted from the thermal model fit. The fiducial yields
are shown in table A.6 and A.7, while the integrated yields are shown in table A.8
and A.9. We can see from the table that about 50% of the integrated yields are
measured. The proton and anti-proton rapidity distributions for different central-
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6.1. KINETIC FREEZE-OUT CONDITIONS

ity bin are shown in Fig. 6.3. For both proton and anti-proton, dN/dy is found to
be uniform as a function of rapidity within |y| < 0.5. This indicating that a boost
invariant region of at least one unit of rapidity has developed for all the centrality.
Also, it’s interesting to study the rapidity distribution (or other characteristic pa-
rameters, such as v2) of different mass hadrons at higher rapidity regions to test
the validity of the boost invariant region.

Y
-0.5 0 0.5

dN
dy

0

5

10

15

20

25

30

35

40
Pbar dndy

Y
-0.5 0 0.5

dN
dy

0

5

10

15

20

25

30

35

40
Proton dndy

Figure 6.3: Rapidity distributions of the integrated yields for anti-proton (left) and proton

(right) from most peripheral (bottom) to most central (top) collisions in
√
sNN =200 GeV Au

+ Au collisions at RHIC. The bands denote the systematic error.
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The bands denote the results from RQMD with same collision energy and species.

The 〈pt〉 of proton and anti-proton are also extracted by extrapolating the mea-
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6.2. P̄ /P RATIO AND ENERGY DEPENDENCE

sured yields with thermal fit. The centrality dependence of 〈pt〉 within |y| < 0.1 is
shown in Fig. 6.4. RQMD results are shown in the plot too. Our results are consis-
tent with the PHENIX results, so the discussion in chapter 5 can be applied to our
data too. Also, as discussed in [116], the increase of 〈pt〉 for different particles as
the function of collision centrality is reflected by the development of the collective
flow, or more specific, in the values of the mean transverse velocity 〈β〉.

6.2 p̄/p ratio and Energy Dependence

Fig. 6.5 shows the p̄/p ratio as a function of rapidity and collision centrality.
For the rapidity distribution, the plot is for most central collision. The ratio is
about 0.8 and is constant within the measured rapidity region. The centrality
dependence of the p̄/p ratio is integrated over rapidity region |y| < 0.1 and pt region
0.45−1.05 GeV/c. The ratio is almost a constant within the error bar. However, there
is a trend of a systematic drop from peripheral collisions to central collisions. This
is consistent with that more annihilation of protons and anti-protons in central
collisions relative to peripheral collisions. The results from RQMD shows the same
trend, however, RQMD underpredicts the absolute value of the p̄/p ratio which may
be due to too much final stage rescattering in the model.
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Figure 6.5: p̄/p as a function of rapidity within 0.45 < pt < 1.05 GeV/c (left) and as a

function of centrality within |y| < 0.1 and 0.45 < pt < 1.05 GeV/c (right). The left plot is for

most central collision.

Finally, Fig. 6.6 shows the energy dependence of p̄/p ratio for both central
heavy-ion collisions and elementary p + p collisions. We can see that there is a
dramatic increase of the p̄/p ratio from AGS to SPS and to RHIC. It means the
middle rapidity region is approaching to net baryon free, but not at RHIC.

55



6.2. P̄ /P RATIO AND ENERGY DEPENDENCE

0

0.25

0.5

0.75

1

10 10
2

p + p collisions
central HI collisions

√SNN (GeV)

p– /p
 r

at
io

AGS

SPS

RHIC
 (1

30)RHIC
 (2

00)

Figure 6.6: Midrapidity p̄/p ratio in central

heavy-ion collisions (filled symbols) and ele-

mentary p + p collisions (open symbols).

56



Chapter 7

Summary

In summary, the mid-rapidity proton and anti-proton yields are presented for
the

√
sNN = 200 GeV Au+Au data sets which were taken by the STAR detector

in 2001 run. The results are from transverse momentum range 0.4 < pt < 1.05
GeV/c and rapidity range |y| < 0.5. The transverse momentum distributions of both
proton and anti-proton become more convex from peripheral to central collisions
implying the strong collective expansion at the early stage of the collision. The
measured rapidity distribution are flat within |y|< 0.5 indicating a boost invariant
region around mid-rapidity. p̄/p is independent of rapidity region |y| < 0.5, and
decreases slightly from peripheral collision (≈ 0.85) to central collision (≈ 0.80). It’s
still not yet net baryon free at RHIC energy. The slight decrease in the p̄/p ratio
reflects the rich collision dynamics at RHIC: both initial baryon transfer and final
stage hadronic rescatterings are important for the observation.

By applying a thermal + radial flow fit to the proton data, the kinetic freeze-out
condition are extracted. 〈pt〉 are calculated by extrapolating the measured spectra
with thermal model. The kinetic freeze-out temperature decreases from peripheral
(≈ 135 MeV) to most central collision (≈ 89 MeV). They are all smaller than the
chemical freeze-out temperature(≈ 160 ± 5 MeV) indicating an additional hadronic
rescattering phase after the chemical freeze-out in Au + Au collisions at RHIC. The
transverse flow velocity increase from peripheral to central collision. The centrality
dependence of 〈pt〉 for different particles (π,K, P ) confirm this conclusion.

The same results are also calculated by employing a transport model Rela-
tivistic Quantum Molecular Dynamics (RQMD). The spectra of different particles
(π,K, P ) are not following the so called mt scaling. While the 〈pt〉 of them show sim-
ilar trend with the experiment data despite of the underestimation of the absolute
value. The fact that multi-strange particles (φ,Ξ,Ω) freeze-out earlier is demon-
strated with this model from the freeze-out time and radius distribution. The mea-
surement of these particles are necessary to confirm this conclusion. By applying
thermal model fit to the spectra from this model, the same trend of kinetic freeze-
out condition as in data is observed. While after switch off the rescattering in this
model, the violation of mt scaling and the centrality dependence of 〈pt〉 disappear.
This indicates the importance of rescattering in heavy-ion collisions. However,
only hadronic interactions are included in RQMD. Such hadronic interaction does
not generate enough collective flow comparing to data. This demonstrates that
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partonic collectivity is needed in the heavy ion collisions at RHIC. The realization
of the partonic collectivity is important toward the understanding of the partonic
equation of state in high-energy nuclear collisions.
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Appendix A

Data Table

Cent. bin Tfo (MeV) 〈βt〉 (c) p̄ 〈pt〉 (GeV/c) p 〈pt〉 (GeV/c)

70-80% 135± 6 0.316± 0.018 0.756± 0.023 0.757± 0.024

60-70% 119± 5 0.410± 0.030 0.799± 0.047 0.800± 0.046

50-60% 111± 2 0.467± 0.005 0.851± 0.006 0.847± 0.007

40-50% 108± 3 0.496± 0.019 0.907± 0.034 0.906± 0.032

30-40% 100± 2 0.531± 0.011 0.965± 0.025 0.964± 0.024

20-30% 94± 2 0.563± 0.008 1.049± 0.022 1.051± 0.021

10-20% 93± 2 0.579± 0.007 1.054± 0.018 1.055± 0.017

5-10% 89± 3 0.593± 0.009 1.098± 0.029 1.100± 0.028

0-5% 88± 2 0.593± 0.009 1.087± 0.027 1.087± 0.026

Table A.1: The parameters from the thermal + transverse radial flow fit. Tfo and 〈βt〉 are the

extracted temperature and mean collective transverse velocity parameters, respectively.

The value of 〈pt〉 is extracted from the full distribution and its error is based on a 68%

confidence level. For this fit, the spectra of charged pions, kaons and (anti-)protons were

used.
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Appendix B

Relativistic Kinematics

In relativistic heavy-ion collisions and in many other high-energy reaction pro-
cesses, it is convenient to use kinematic variables which are Lorentz invariant
under Lorentz ‘boost’ (a transformation with one of the three (x, y, z) Cartesian
coordinate directions are employed as the reference axis for the transformation).

We use the natural units c=~=1.

B.1 Lorentz Transformation

The space-time coordinates of a point x are denoted by a 4-vector: xµ =(t,−→r ).
The 4-momentum of a particle of mass m is pµ =(p0,−→p ), where p0 =

√
(−→p )2+m2 (p0 =

E). The square of pµ is pµpµ = (p0)2 − (−→p )2 = m2. The velocity of the particle is
β=−→p /E. The 4-momentum viewed from a frame moving with a velocity β are given
by (

E∗

p∗�

)
=
(

γ γβ
−γβ γ

)(
E
p�

)
, p∗t = pt (B.1)

where γ=1/
√

1− β2, and pt (p�) are the components of −→p perpendicular (parallel)
to β. This transformation is called Lorentz transformation. Other 4-vectors can be
transformed in the same manner.

B.2 Kinetic Variables

We Define z axis as the direction of the beam.

B.2.1 Transverse Momentum

The transverse momentum of a particle is defined as:

pt =
√
p2

x + p2
y (B.2)

pt is Lorentz invariant variable since both px and py are the two components of p�
which is unchanged under a Lorentz boost along z axis.
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B.3. JACOBIAN EFFECT

The transverse mass of a particle of mass m is defined as

mt =
√
p2

t +m2 (B.3)

and the transverse energy of the particle is given by Et =mt−m.

B.2.2 Rapidity

As the name implies, rapidity is related to the velocity. It is defined as

y ≡ 1
2

ln
(
E + pz

E − pz

)
= ln

(
E + pz

mt

)
= tanh−1

(pz

E

) (B.4)

where pz =p� is the longitudinal momentum of the particle. So rapidity is a scalar
associated with the z axis.

Under a Lorentz transformation from a reference system S to a system S′

moving with velocity β with respect to S in the longitudinal direction, the rapidity
y′ = y−yβ, where y′ (y) is the rapidity in the S (S′) frame and yβ is the rapidity of
the moving frame.

yβ =
1
2

ln
(

1 + β

1− β

)
(B.5)

B.2.3 Pseudorapidity

In the experiments, the detected particles are often not identified, and we do
not know their masses which are required to determine the rapidity. However, the
momentum and the dip angle θ of the detected particles relative to the z axis are
known. In this case, it is convenient to the pseudorapidity variable as defined as:

η = − ln(tan(θ/2))

=
1
2

ln
(
p+ pz

p− pz

)
.

(B.6)

Compare with Eq. B.4, it is easy to see that η coincides with y when the momentum
is large, that is, when p≈E.

B.3 Jacobian Effect

By comparing Eq. B.4 and Eq. B.6, it is easy to see that for massless particles,
y=η, and for particles with large momenta (β≈1), y≈η.

From Eq. B.4 and Eq. B.6, we can also get following relations:

pz = mt sinh y, E = mt cosh y (B.7)
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B.3. JACOBIAN EFFECT

and
pz = pt sinh η, p = pt cosh η. (B.8)

If the particles have a distribution dN/dy dpt in terms of the rapidity, then the
distribution in the pseudorapidity is

dN
dη dpt

=

√
1− m2

m2
t cosh2 y

dN
dy dpt

(B.9)
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Figure B.1: Effects of the Jacobian transformations from rapidity density distributions to

pseudorapidity density distributions for pion, kaon and proton in selected pt.

The above expression is a Jacobian transformation. From Eq. B.9 we can also
see that the Jacobian factor depends on the particle mass and/or pt. The effects
are shown in Fig. B.1. We assume a flat unit dN/dy dpt distributions within −2<
y<2 for particle pion, kaon and proton in selected pt =1, 2, 3, 4 GeV/c, then compute
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B.4. PHASE SPACE AND INVARIANT YIELD

the corresponding dN/dη dpt distributions as the curves in Fig. B.1. The largest
difference occurs in the most central rapidity region, for the heaviest particle, and
at the lowest pt. The effect is less than 10% event for protons when pt>2 GeV/c.

B.4 Phase Space and Invariant Yield

The differential yields are corresponding to the number of particles emitted
into a particular region in momentum space per interaction. It is nature to refer to
an object such as d3N/dp3. The total yield of a particular particle is the total num-
ber of such particles emitted into any point in momentum space per interaction,

N =
∫
d3N

dp3
d3p (B.10)

which intuitively must be Lorentz invariant. However, the momentum-space vol-
ume element, d3p, is not invariant since the differential momentum element along
the direction of a boost between frames transforms as dp′=γdp. We must be careful
to state the frame in which they are measured when report the differential yields
as in Eq. B.10. Also, we would have to explicitly transform the differential yields
when comparing the results from different experiments.

Such complexities can be avoided if we can find an expression for the differ-
ential yield which is manifestly invariant. Such expression do exist as discussed
in Appendix B of [130]. The expression for total yields can be written as:

N =
∫

d3N

2πpt dpt dy
2πpt dpt dy, pt dpt = mt dmt (B.11)

The integrand of Eq. B.11 is Lorentz invariant for boosts along the collision
axis since N is dimensionless and pt, dpt, and dy are invariant for such boosts.
With y and pt defined relative to the boost axis, the expression is invariant for
boost in any direction.
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Appendix C

Mini Computing Farm at IOPP

PCFARM Switch

File Server

IOPP Switch

(202.114.35.0/25)node01
node02

Node??

…

Internet

IOPP

Computing Nodes

Disk Array

Disk Array

… Storage Switch

Fibre Channel switch for Fibre storage Or 
Ethernet Switch for iSCSI strorage

File Server…
App. Server…

App. Server Node??
Node??

Node??

…

Note:
1. Storage switch is optional if 

no SAN aware storage 
devices

2. App. Server and File Server 
can be same machine if 
only limited servers are 
available

Figure C.1: The schematic diagram of the local computing farm.

Have a local computing environment is very necessary and important! There
are several reasons. First, the network speed between China and U.S.A. is too slow
to develop programs and check the results via remote connection. Doing the anal-
ysis work in local environment is faster. Second, the local computing environment
provides a good place for the new students to learn the software and understand
the computing details, so they can move to the physics analysis quickly. Have the
local computing environment with similar hardware and software configuration as
in RCF [92,93]1 can make the maintenance of the system and especially the syn-
chronization of the software very easy. However, it’s not possible to have identical
configuration as RCF, we need to cope with the local specific features!

The base line of a good design and implemented farm is running stable. Then
the user can use the farm easily and conveniently. The administrators can also
easily administrate and maintain the system, locate and solve the problem fast
whenever something wrong. In the following two sections I’ll describe the details

1http://www.rhic.bnl.gov/RCF/
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C.1. HARDWARE

about the design and implementation of the local farm under such requirement.
I’ll first discuss the hardware briefly and then the software in detail. This farm can
be easily adapted to other purpose farm too. For example, the implementation of
BESIII2 online test farm [132] is based on the idea presented here.

The schematic diagram of the farm is show in Fig. C.1.

C.1 Hardware

The hardware subsystem of the local farm can be categorized as network,
storage device, file servers, analysis nodes, backup device, etc.

The network fabric of the farm consists of a two-stack ethernet switch (other
technology such as Myrinet3 can be used too, that’s depend on the specific com-
puting requirements) with two Gb ports and 48 100Mb ports. Gb ports are con-
nected with the file servers because of the large data transfer from them. The
100Mb ports are connected with the analysis nodes. In general, the network
should base on at least Layer-2 switch. Layer-3 switch can be used for large
farm, so one can isolate the server and analysis nodes by VLAN (Virtual Local Area
Network) division. The selection of the port speed is depend on the services of the
computer provided. For file servers, network should not be a bottleneck, so a fast
port is best.

All the data files and users’ files are stored in the storage devices, generally
the disk arrays. Raid 5 is applied to the array to ensure the stability and better
performance. Both Directed Attach Storage (DAS) and Network Attach Storage
(NAS) are used in this local farm. SAN (Storage Area Network)4 is another good
choice which only available if have enough budget. However, by employing a Fibre
Channel array connected with a server with a HBA (Host Bus Adapter) can provide
a chance to upgrade to SAN easily later.

All the file servers and analysis nodes are Intel5 X86 based PC. Other architec-
ture can be used too if there are strong software support. Each PC is equipped with
at least 2 processors, 1GB memory, a NIC card (better if w/ PXE6 boot available)
and local disk. One can reach each PC through a KVM (Keyboard/Video/Mouse)
switch which is connected with all the PCs. The detail hardware configuration can
be varied and can be easily scaled as the requirement change.

A DLT7000 tape driver is connected with one of the file servers. This made the
backup and transfer of large important data possible. Again, a tape library (such
as HPSS7) is possible only with enough budget.

In general, there are less thing can tunable for hardware devices compare
to the software. So we should choose stable hardware at the very start. Both
the performance of the hardware and the services provided by the vendor should
be carefully considered before making decision. Otherwise, it will be the biggest
impact to the stabilization of the farm!

2http://bes.ihep.ac.cn/bes3/index.html
3http://www.myri.com/
4http://www.snia.org/
5http://www.intel.com
6Preboot Execution Environment (PXE) Specification, v2.1, Intel Corporation
7http://www4.clearlake.ibm.com/hpss/index.jsp
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C.2. SOFTWARE

C.2 Software

The first item on software is the choose of the operating system. The candi-
dates are limited, however. Only Windows8 or UNIX9, indeed. Windows is discard
because of non-free and the limited software support in HEP field.

Although there are many variants of UNIX, Linux10 and So-
laris11 are the operating systems supported by most of the high-
energy physics experiments. However, Linux is playing more and
more important role because of its free of charge and high perfor-
mance. In this local farm, except a SUNE450 server is running
Solaris, all the other PCs are running Linux. Also, there are many
free software12 available.

C.2.1 System Installation

The installation of the operating system for a cluster is boring and tedious.
Fortunately, there are many technologies available which can be combined to
solve this problem, such as kickstart13, Intl Preboot Execution Environment (PXE),
DHCP14, SystemImager15. Following are the detail procedures used for the instal-
lation of this farm. Please note they are based on RedHat16 distribution, for other
distributions, the path location etc. may be different. Also, consult the manual for
the details of the software used.

Collect the MAC address

This procedure is only available for the PC which can support PXE boot.
So for a bare system, one can reboot the PC w/ PXE boot, then the pc
will send out the DHCP query trying to get an ip (The IP addresses for this
farm are taken from the three reserved blocks of the addresses as defined
by IANA (Internet Assigned Numbers Authority) in RFC17 3330: 10.0.0.0/8,
172.16.0.0/12 and 192.168.0.0/16) address from the DHCP server, corre-
sponding, the Media Access Control (MAC) address will show during this
stage. For computer w/o PXE available, one can only get the address from
a running operating system. Boot the system with the RedHat Linux CD to
rescue mode is one possible solution.

Setup the first server

8http://www.microsoft.com/windows/
9http://www.unix.org/

10http://www.kernel.org/
11http://www.sun.com/solaris/
12http://www.gnu.org/,http://www.sourceforge.net, ...
13/usr/share/doc/anaconda-x.x/kickstart-docs.txt
14http://www.dhcp.org
15http://www.systemimager.org
16http://www.redhat.com
17http://www.rfc-editors.org
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Install Linux on this server with normal procedure. A suggested partition lay-
out is listed in Table C.1. For the partition type, Logical Volume Management
(LVM18) can be used, so we can change the space of specific partition easily!

All the site specific software will be installed in the AFS area after the AFS
server is set up.

Create file /etc/dhcpd.conf and config the DHCP server to allocate ip address
based on MAC address. Then edit /etc/pxe.conf to add corresponding boot
item to the server. Install SystemImager server software on this server too.

Put a copy of the RedHat install CD on the server, and export this directory
to NFS clients.

Create kickstart file

Create a kickstart config file with custom configuration, and put it on some
place where can be reached by the client, such as the web area. The config-
uration depends on the type of the machine to be installed.

Setup all the other servers

If there are any other servers, install all of them use the kickstart method.
For example, after the install cd or PXE boot the system, a prompt will display
and wait for user input. One can type linux ks=http://xxx/ks.cfg (where xxx
can be ip address or host name of the server where the file is stored in), the
rest of the setup will be done automatically.

Setup the first client

Install the first client use the same method as previous step. Install all the
necessary software on this system, and configure the client to be a full pro-
duction system. Set up SystemImager client on this client, and prepare this
client available to be fetched as an image.

Prepare the image

Switch to the server with SystemImager server installed, fetch the image from
the just configured client.

Setup all the other clients

Boot all other clients from PXE, select the boot item with SystemImager. All
the rest will be done automatically. For system without PXE, one can made a
bootable floppy disk or cdrom with SystemImager.

With this method, except for the servers which need to configure for different
purpose, all the clients can be kept in synch easily.

C.2.2 Base Services Configuration

Domain Name Service (DNS)19 is installed to provide resolution of the ma-
chines’ name and ip address. We use the most popular software BIND20. To keep

18http://sources.redhat.com/lvm2/
19http://www.dns.net/dnsrd/
20http://www.isc.org/sw/bind/
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Mount point MBytes comment

swap 1024 first partition if possible

/ 512

/usr 5120

/var 2048

/tmp1 >1024

/usr/vice/cache 512 if afs client

/vicepa >10240 if afs server

/home or /u limited by disk space maximum

1 on client nodes where usage of /tmp might large, /tmp can be set

as a symbol link to the free space available.

Table C.1: Suggested partition layout for Linux

the system friendly to user, a DNS alias is setup for all the available interactive
nodes. So user only need to remember this name to access the farm.

It’s very important to keep the system time in synch for a large cluster, oth-
erwise some software such as make21 will not work correctly. NTP (Network Time
Protocol)22 service is installed for this purpose.

System log is very useful for the regular maintenance of the system and the
diagnosis in case of something wrong. However, it’s not wise to login into every
PC in the farm to check them. So one of the servers is configured as a log server
which can accept log information coming from the network, the other machines
will then write the log information to this configured server. Thus, one can get all
the log information from only one place!

Email services are provided too. However, it’s not necessary to provide a for-
mal email service on this local farm. So this service are configured as all the
email message will be passed to the formal email server of the institution and then
passed to the user’s formal email address.

Web services (provided by Apache23) is set up on the farm to provide informa-
tion such as the system status and usage statistics to the users. Some kind of
administer interfaces are provided too. For instance, LDAP and MySQL database
can be managed by phpLDAPadmin24 and phpMyadmin25 from the web.

The security of the system is another very important topic for today’s computer
system. Iptables26 is the built-in firewall in Linux kernel. All the machines in
the farm are configured to limit access from outside. Only the specified services

21http://www.gnu.org/software/make/
22http://www.ntp.org/
23http://www.apache.org
24http://phpldapadmin.sourceforge.net/
25http://www.phpmyadmin.net/home_page/
26http://www.netfilter.org/
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are opened for outside. For cluster with Layer-3 switch available, one can also
configure a firewall on the L3 switch to enforce the security.

NIS is a name service for UNIX directories like the passwd map, ethers map,
etc. NIS is easy to setup and administer, scales reasonably well, is supported
by nearly all forms of UNIX, and is thus very popular. Unfortunately, it is also
completely insecure. Weakly encrypted passwords, as well as everything else, are
sent over the network in the clear. NIS is difficult to firewall. Clients have no
way to ensure that the server they are talking to is actually an official server. The
Lightweight Directory Access Protocol (LDAP)27 was designed as a way to access
directories containing all matter of information. All the information stored in NIS
(user ids, group ids, home directories, autofs maps etc.) can be stored in LDAP
database. Users with different roles can access the information they needed. All
the information are stored in a central database. It support pretty good security
through SSL28 for authentication and transport encryption, fine grained access
controls, etc.

Although we can store the encrypted passwords in LDAP and access the
databases through SSL, but it’s still not a good idea to store the private informa-
tion into a directory which is designed to hold public data. Kerberos29 is designed
to solve this problem. Kerberos is useful for securing NFS (in NFSv4) too.

In this local farm, LDAP+Kerberos are chosen as the user authentication sys-
tem.

C.2.3 File Services

All the unused space of the local disk on the computing nodes are used as
scratch area. User’s can put their temporary data here.

NFS is by far the most widely used file services used in the cluster systems.
Generally, large amount of the data and user’s files are stored on NFS area. The
mount/umount of the NFS file system is controlled by automount.

AFS30 is another distributed file system. It’s not suit for large data transfer,
however. But it can be used to store the software, which are accessed and write
not so frequently. Another advantage of AFS is that it can make the software for
different system version transparent to the user. This is done by a sys variable,
which will point to the system used. All the software we used are stored on the
AFS server using the same directory structure. From the user’s point, there are no
difference between this local farm and RCF when using the software.

There are also some other kinds of file system solutions available which are
specific to SAN environment, such as Open Global File System (OpenGFS)31 or
GFS32 from RedHat and GPFS33 from IBM.

Besides these kind of centralized disk model, STAR is using distributed disk

27http://www.openldap.org
28http://www.openssl.org/
29http://web.mit.edu/kerberos/www/
30http://www.openafs.org
31http://opengfs.sourceforge.net/
32http://sources.redhat.com/cluster/gfs/
33http://www.ibm.com/servers/eserver/clusters/software/gpfs.html

78

http://www.openldap.org
http://www.openssl.org/
http://web.mit.edu/kerberos/www/
http://www.openafs.org
http://opengfs.sourceforge.net/
http://sources.redhat.com/cluster/gfs/
http://www.ibm.com/servers/eserver/clusters/software/gpfs.html


C.2. SOFTWARE

model too. By combining with use of the Scheduler34 software and the FileCatalog
database, the files can be accessed from local nodes too. Also, there are many other
different kind of object-based storage solution available too, such as Lustre35,
ActiveScale36. More investigations and tests are needed before adopting them.

A Samba37 server is set up on the farm to enable the user of windows operating
system access their files directly.

C.2.4 Batch System and Parallel Processing

In the field of high-energy physics experiment, the data volume is very large
because of the statistics purpose. In general, there are millions of events to be
processed, the procedure to process each event is the same. The difficulty here
is just the large scale. Thus, a batch system is appropriate for the farm. LSF38

from platform computing corporation is a good choice, but the price is too high
for the small farm. Fortunately, there are many other open source batch system
available. Such as OpenPBS39+Maui40, SGE41, Condor42. For this farm, these
three software are installed for comparison. Also, to prepare a possible upgrade to
a member of a grid, and to make full use of the available computing resource in
the local institutions, Globus43 is set up for test too.

Parallel processing has emerged as a key enabling technology in modern com-
puting. The main idea is to have many small tasks to solve one large problem.
Currently, there are two major developments: massively parallel processors (MPPs)
and the widespread use of distributed computing. MPPs are based on the hard-
ware level: a few hundred to a few thousand CPUs were combined in a single large
cabinet connected to hundreds of gigabytes of memory. So generally, MPPs cost
too much! Distributed computing is the second major development. It is a process
whereby a set of computers connected by a network are used collectively to solve
a single large problem. As many general-purpose workstations (or MPPs) are con-
nected with the high-speed local area networks, the combined computational re-
sources may exceed the power of a single high-performance computer. Distributed
computing is based on software level. PVM44 (Parallel Virtual Machine) and MPI45

(Message Passing Interface) are two of the most popular packages used. They are
all come with the Linux distribution (RedHat) we used.

34http://www.star.bnl.gov/STAR/comp/Grid/scheduler/index.html
35http://www.clusterfs.com/
36http://www.panasas.com/activescaleos.html
37http://www.samba.org/
38http://www.platform.com
39http://www.openpbs.org
40http://www.clusterresources.com/products/maui/
41http://gridengine.sunsource.net/
42http://www.cs.wisc.edu/condor/
43http://www.globus.org/
44http://www.csm.ornl.gov/pvm/pvm_home.html
45http://www-unix.mcs.anl.gov/mpi/
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C.2.5 Monitoring and Administration

To keep the system under control, several monitoring functions are imple-
mented. Both “mon”46 program and “nagios”47 can be used to monitor the avail-
ability of different kinds of services. Once a failure is detected, an email will be
sent out to the administrator. We chosen nagios for this farm.

Figure C.2: Farm system status statistics.

Have the whole system’s usage and status available can provide a base for
further decision on the upgrade of the farm. SNMP+MRTG48 can provide the usage
statistics of the system, such as CPU load, network traffic, memory usage, disk
usage etc. Orca49 can be used to collect more detailed status of the machines too.
Ganglia50 is another open-source tool which have the same function. Recently,
we found another software Cacti51 which can provide more advanced and flexible
graphing functionality by using the power of RRDTool52 and SNMP. We’ll finally
employ Cacti as the detail usage and statistical interface and Ganglia as a auxiliary
interface because of its easy to installed and configured. Awstats53 is used for the
web and email usage statistics, it can be applied to other statistics too. All these
statistical data are stored in the web server. Administrators or users can get the
status of the system quickly. See Fig. C.2 for an example.

C.2.6 User Support

The discussion of above are all focused on the system administrator’s side. To
make full use of the farm, it’s important to provide training to the user! However,
this is not a easy task. We try to implement this by setup a Groupware and
Content Management System (CMS) using a Wiki software: tikiwiki54. Both system
administrators and users can post their experiences of using the farm on the web
and clean them up as FAQs (Frenquently Asked Questions). The system also
provide a forum where users can discuss conveniently.

46http://www.kernel.org/pub/software/admin/mon
47http://www.nagios.org
48http://www.mrtg.org/
49http://www.orcaware.com/orca
50http://ganglia.sourceforge.net
51http://www.cacti.net
52http://www.rrdtool.org/
53http://awstats.sourceforge.net/
54http://tikiwiki.org
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